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Hinton, G. E. and Nowlan, S. J.
How learning can guide evolution.

Complex Systems, 1, 495--502. [ pdf ]
This paper was rejected by the Cognitive Science Society Conference (against the advice of the

referees) because the chairman of the organizing committee thought it might mislead cognitive
scientists.

http://www.cs.toronto.edu/~hinton/papers.html
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} Rosalyn Yalow

} The invention of the
radioimmunoassay
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Physiology and
Medicinan 1977

} More

} https// www.sciencealert.com/
theseB-paperswvererejected
beforegoingon-to-win-the-

nobetprize

Cetenber 29, 1955

Dr. Solowon A. Berson
Redioisotope Service

Vetar:ns Administrution Hospital
130 Vest Kingsbridse Road

Bronx 63, New York

Lear Dr. Berson:

recret that the revision cf your paper entitled
"Insulin-!ni etabolien in Human Subjects: Duo::tmtion of
Insulin fre.naporting Antibody in the Circulatimm of Insulin
Treated Subjects” is not sceeptable for
JOURNAL CF CLINIC )

The second mejor ecritic-
ism relates to the dogmatic conclusions set forth ihlc:rarocnot
warronted by the data. The experts in thin field have been
particularly emph:ti¢ in rejecting your positive statement that
the "conclusion that the globulin respontible for insulin bind-
ing is an scquired antibody appesr: to be inescapeble”. They
believe thnt you have not demonztr:ted an antigen-antibody re-
ection on the besis of sdecusate criteria, nor :h.:t you have def-
initely proved that s globulin ‘g responsible for insulin binding
nor that insulin is an =ntigen. The de‘sa You present ere indeed ’
;uggea:ite but eny more positive cleaim seems unjustifisble at
resent.

Sincerely,

%@.fs«m}

St“l" E. Br.dl’y. ¥.D.
Editor-in-Chief


https://www.sciencealert.com/these-8-papers-were-rejected-before-going-on-to-win-the-nobel-prize
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} [Relevandds this paper relevant to an Al audience?
} [SignificandeAre the results significant?

} [Novelty] Are the problems or approaches novel?

} [Soundneg$ds the paper technically sound?

}

[EvaluatiohAre claims welupported by theoretical analysis or
experimental results?

} [Clarity Is the paper wetlrganized and clearly written?
} [OVERALL SCORE

#fnze) bMYM 15 Y ao 7
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} What is this paper about, and wdmattributionsdoes it make?
Please describe what problem or question this paper addresse
and the main contributions that it makes towards a solution or

answer

} Whatstrengthsloes this paper have?
Please describe the main strengths you see in the paper or the
work it describes, regardless of whether you recommend this
paper be accepted or not.

} Whatweaknesseaes this paper have?
Please describe any weaknesses you see in the paper or the \
describes, regardless of whether you recommend this paper b
accepted or not.
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http://emnlp2018.org/reviewform/
| N % € EMNLP 2018mae(

} Overall recommendation
Do you think this paper should be accepted to EMNLP 20187
In making your overall recommendation, please take into acco
all of the paperstrengths and weaknesstdease rank short
papers relative to other short papers, and long papers relative
other long papers. Acceptable short submissions irschade:
focused contributions; works in progress; negative results and
opinion pieces; and interesting application.notes
} 5= Exciting: | would fight for this paper to be accepted.

} 4 = Strong: | would like to see it accepted.

} 3 = Borderline: It has some merits but also some serious problems. I'm ambivaler
about this one.

} 2 = Mediocre: | would rather not see it in the conference.
} 1 =Poor: | would fight to have it rejected

¢ fize) bMY1 vsg VY ao 9
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} Questions for the Author(s)
Please write any questions you have for the author(s) that you would like
answers for in the author response (which you should take into account in
final review

} Missing References
Please list any references that should be included in the bibliography or ne
be discussed in more depth.

} Presentation Improvements
If there is anything in the paper that you found difficult to follow, please
suggest how it could be better organized, motivated, or explained.

} Typos, Grammar, and Style
Please list any typographical or grammatical errors, as well as any stylistic
that should be improved.
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A Dataset of Peer Reviews (PeerRead):
Collection, Insights and NLP Applications

Dongyeop Kang' Waleed Ammar’> Bhavana Dalvi Mishra’ Madeleine van Zuylen?
Sebastian Kohlmeier’ Eduard Hovy' Roy Schwartz’?
ISchool of Computer Science, Carnegie Mellon University, Pittsburgh, PA, USA
2Allen Institute for Artificial Intelligence, Seattle, WA, USA
3Paul G. Allen Computer Science & Engineering, University of Washington, Seattle, WA, USA
{dongyeok,hovy}@cs.cmu. edu
{waleeda,bhavanad,madeleinev, sebastiank,roysj@allenai.org

Section #Papers #Reviews Asp. Acc/ Rej

NIPS 2013-2017 2,420 9,152 x 2,420/0
ICLR 2017 427 1,304 / 172 /255

ACL 2017 137 2715/ 88 /49
CoNLL 2016 22 39 11/11
arXiv 2007-2017 | 11,778 — — 2,891/ 8.887

total | 14,784 10,770

Asp. Indicates whether the reviews have aspect specific scores (e.g., clarity).
Acc/Rej is the distribution of accepted/rejected papers.



} We train a binary classifieetiimate thprobability of accept vs.
reject given a paper,
} 1.e., P(accept=Trdepapey.

}
} Logisticregression,
1 SVM with linear or RBF kernels,
} Random Forest
} NearesiNeighbors, implement all models using sklearn
) DecisionTree, E}I;gi:zg(r)jrieette?;, 2011) with default
} Multilayer Perceptron
} AdaBoostand
} NaiveBayes.
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} coarse and lexical features

Features Description Labels
Whether abstract contains keywords X
abstract_contains_X C deep, neural, embedding, outperform, boolean
outperform, novel. state_of_the_art
title_length Length of title integer
num_authors Number of authors integer
most_recent_refs_year Most recent reference year 2001-2017
num_refs Number of references (sp) integer
< num_refmentions Number of reference mentioned (sp) integer
< | avg_length_refs_mention Average length of references mentioned (sp) float
S _ Number of recent references .
© num_recent_refs : - : integer
since the paper submitted (sp) €
. Number of X C figures. tables. .
num_ref_to_X e L - integer
sections, equations, theorems (sp) =
num_uniq_words Number of unique words (sp) integer
num_sections Number of sections (sp) integer
avg_sentence_length Average sentence length (sp) float
contains_appendix Whether contains an appendix or not (sp) boolean
prop_of freq_words Proportion of frequent words (sp) float
- BOW Bag-of-words in abstract integer
g BOW+TFIDF TFIDF weighted BOW 1n abstract float
g GloVe | Average of GloVe word embeddings in abstract float
= GloVe+TFIDF TFIDE weighted average float
of word embeddings in abstract
e) bM41 Mg Y ao 14




} conduct experimemtith the ICLR2017 and tharXivsections of
the PeerReadataset

} trainseparate models for eaclihafarXiv category
} c¢s.clcs.lg and cs.ali.

ICLR c¢s.cl cs.lg cs.ai

Majority] 57.6 | 68.9 67.9 92.1
Ours 653 | 757 70.7 92.6
(A) +7.7 | +6.8 +2.8 +0.5
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Coefficient values for coarse features

®ICLR = anv } a large contribution:
contains decp NENNNNNNEN } adding an appendix,
mma;i”_tf.'ﬁspﬂiﬁj [ + Alarge number of theorems or
et 1o_sectons equations,

num_ref_to_tables
title_length
avg_len_ref mention
contains_embedding
contains_stateoftheart
prop_of freq_words
num_refmentions
num_unig_words
num_ref_to_equations
num_refs
num_recent_refs
avg_sentence_length
num_ref to_theorems
num_ref to figures
num_sections
num_authors
contains_appendix
contains_neural

} the average length of the text
preceding a citation,

} the number of papers cited by this
paper that were published in the five
years before the submission of this
paper,

+ whether the abstract contains a phrase

state of the art
neur ahbrXiv f or

} length oftitle




} pairwise correlationsetween 1 substanc@vhich concerns the
the overaltecommendation amount of work rather than its

andvarious aspect scores in } Sll;atarliltlzmake the paper more easier
the ACL 2017 to read)
Aspect | p } soundness/correctneasd
Substance | 0.59 originalityare least correlated with
Clarity | 0.42 the finalrecommendation
Appropriateness | 0.30
Impact | 0.16

Meaningtul cohnparison 0.15
Originality | 0.08
Soundness/Correctness | 0.01

Pear sonobés ooglficiene | at i on



https://acl2017.wordpress.com/2017/03/23/
conversing-or-presenting-poster-or-oral/

oral vs. poster

Presentation format

Oral Poster

A

stdev

Recommendation
Substance

Clarity

Meaningtul comparison
Impact

Originality
Soundness/Correctness

3.83 292
391 3.29
4.19 3.72
3.60 3.36
3.27 3.09
391 3.88
393 4.18

0.90
0.62
0.47
0.24
0.18
0.02
-0.25

0.89
0.84
0.90
0.82
0.54
0.87
0.91

} The averageoverall recommenda
tion scorein reviewsrecommend
Ing an oral presentationis 0.9
higherthanin reviewsecommend
Ing aposterpresentation
} suggestingthat reviewers tend to

recommend oral presentation for

submissions which are holistically
stronger



ACL 2017 vs. ICLR 2017

Measurement , ACL’17 | ICLR’17

Review length (words) || 531+323 | 346+213
Appropriateness || 4.9+0.4 2.6+1.3
Meaningful comparison || 3.5+0.8 | 2.9+1.1
Substance || 3.6+0.8 3.0+£0.9

Originality || 3.9+09 | 3.3+1.1

Clarity || 3.9+0.9 | 4.2+1.0

Impact || 3.2+£0.5 34+1.0

Overall recommendation || 3.3+0.9 33+1.4




}
}
}
}
}

}
}

}
} Stateof-the-art
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2D Abstract

Different linguistic perspectives causes
many diverse segmentation criteria for
Chinese word segmentation (CWS). Most
existing methods focus on improve the per-
formance for each single criterion. Howe-
ver, 1t 1s interesting to exploit these dif-
ferent criterta and mining their common
underlying knowledge. In this paper, we
propose adversarial multi-criteria learning
for CWS by integrating shared knowledge
from multiple heterogeneous segmentation
criteria. Experiments on eight corpora
with heterogeneous segmentation criteria
show that the performance of each corpus
obtains a significant improvement, compa-
red to single-criterion learning. Source co-
des of this paper are available on Github'.

Xinchi Chen, Zhan Shi, Xipeng Qiu, Xuanjing Huang. Adversarial Multi-Criteria Learning for Chinese
Word Segmentation, ACL, 2017. Outstanding Paper Award
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