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ABSTRACT
The users of Twitter-like social media normally use the “@” sign
to select a suitable person to mention. It is a significant role in
promoting the user experience and information propagation. To
help users easily find the usernames they want to mention, the
mention recommendation task has received considerable attention
in recent years. Previous methods only incorporated textual infor-
mation when performing this task. However, many users not only
post texts on social media but also the corresponding images. These
images can provide additional information that is not included in
the text, which could be helpful in improving the accuracy of a
mention recommendation. To make full use of textual and visual in-
formation, we propose a novel cross-attention memory network to
perform the mention recommendation task for multimodal tweets.
We incorporate the interests of users with external memory and use
the cross-attention mechanism to extract both textual and visual in-
formation. Experimental results on a dataset collected from Twitter
demonstrated that the proposed method can achieve better perfor-
mance than state-of-the-art methods that use textual information
only.

CCS CONCEPTS
• Information systems→ Social recommendation;Multime-
dia and multimodal retrieval;
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1 INTRODUCTION
Twitter-like social media are some of the most popular and influen-
tial platforms for information generation and diffusion. According
to the definition by Twitter, a tweet that contains @username is
called a mention. In addition, if a tweet includes multiple @user-
name, all of those people will see it in their own notification tabs.
Hence, Twitter-like microblogging users would like to mention
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Figure 1: Example of multimodal tweet. Without visual in-
formation, we may mistakenly think MAC is an Apple lap-
top, whereas it is actually a lipstick by the makeup brand
MAC. Hence, we should mention @MACcosemetics rather
than@Apple.

their friends or celebrities to report new events, promote products,
share experiences, or participate in discussions. When an appropri-
ate mention is recommended, a user could increase their exposure,
promote their reputation, attract more followers, and accelerate the
dissemination of information across the platform. According to the
quarterly report released by Twitter1, it had 330 million active users
monthly, and the average number of followers per user was 482.
Hence, it would be beneficial to have a small number of candidates
when users want to mention others in a specific tweet.

Previous works have studied various aspects of the mention rec-
ommendation problem. Various supervised methods with manually
constructed features like tag similarity and text similarity have been
proposed to perform this task and promote tweet diffusion [21, 33].
Linguistic topic models [20, 25] and support vector machine mod-
els [31] have also been used to perform this task. Instead of trying
to expand the diffusion of tweets, some works have focused on
recommending a similar interest person [35–37, 40]. Because the
post history of users plays quite an important role in the mention
recommendation task, different kinds of resources have also been
taken into consideration [5, 11, 12]. Chen et al. [5] incorporated the
user’s own tweet history, their retweet history, and the social rela-
tions between users to capture personal interests. Gong et al. [11]
1https://investor.twitterinc.com/results.cfm
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treated the recommendation task as a topical translation problem
with the addition of tweet content and user histories. In addition
to feature engineering for machine learning models, Huang et al.
[12] proposed a neural network-based method combined with the
external memory of users’ history. Moreover, neural network-based
methods have achieved better performances than other kinds of
methods.

Although some research has been done on the mention recom-
mendation task, most of the previous methods only focused on the
use of textual information. However, according to the statistics,
more than 42% of tweets include more than one image2. More-
over, tweets with images are 150% more likely to get retweets than
text-only tweets3. Hence, processing these multimodal tweets has
become an important task. Figure 1 gives a multimodal tweet ex-
ample. After reading the tweet content “My first Mac purchase,”
we probably think the user bought a computer or laptop by Ap-
ple, which usually called a “Mac.” However, in this tweet, “Mac”
should be a lipstick of the makeup brand “Mac.” With only textual
information, it may be difficult to determine what “Mac” is.

To address this issue, we present a novel multimodal model to
combine textual and visual information. Some previous works sim-
ply combine the text feature vector and image feature [1]. However,
the correct entities or other meaningful content are often only re-
lated to a small part of the image or text. Under these conditions,
using a vector to represent the image or text may lead to an incor-
rect final prediction as a result of the noise made by the irrelevant
or unimportant part of the image or text. Motivated by work on
the visual question answering task [38] and the generation of im-
age descriptions [13], we incorporated an attention mechanism to
process the textual information and visual information of a multi-
modal tweet. With the help of the proposed attention mechanism,
our model can focus on important parts of the visual and textual
information of the tweet, which can represent almost the complete
meaning of the multimodal tweet. More specifically, the proposed
network architecture is a neural memory network combined with
a cross attention mechanism. This model can take the content of a
tweet, history of its author, and history interests of candidate users
into consideration, simultaneously. Meanwhile, the model can make
good use of visual information by treating the image content as an
assist information. Finally, predictions are calculated based on the
similarity features extracted from the multimodal information of
tweets, the users’ histories and the candidate users’ interests.

To demonstrate the effectiveness of our model, we performed
experiments on a large data set collected from Twitter. The exper-
imental results showed that the proposed method could achieve
better performance than state-of-the-art methods using textual
information only. The main contributions of our work can be sum-
marized as follows.

• The mention recommendation task for multimodal tweets is
novel and has not been carefully studied in previous methods.
In this paper, we defined the problem and evaluated several
methods for this task.

2https://thenextweb.com/socialmedia/2015/11/03/what-analyzing-1-million-tweets-
taught-us/
3https://sproutsocial.com/insights/social-media-statistics/

• We propose a novel cross-attention memory network that
incorporates tweet-guided visual attention. It takes the con-
tent of a tweet, interests of the user, and interests of the
author into consideration.

• Experimental results using a dataset constructed by us from
Twitter demonstrated that our model could achieve signifi-
cantly better performance than current state-of-the-art meth-
ods.

2 RELATEDWORK
2.1 Mention Recommendation
Due to increasing requirements, a variety of recommendation tasks
have been proposed for different problems on social media, such
as content recommendation [5, 17], community recommendation
[22, 39], tag recommendation [7, 10, 18], music recommendation
[27], andmention recommendation [11, 12, 33]. The mention recom-
mendation task has been studied from various aspects. Some have
treated the mention recommendation task as an action to increase
user’s exposure and accelerate the dissemination of information
across the platform. Based on this idea, Wang et al. [33] treated
the task as a ranking task to find suitable users who can enhance a
tweet’s diffusion and incorporated several manually constructed
features related to a user interest match. Zhou et al. [41] proposed a
personalized ranking model that considers multi-dimensional rela-
tionships between users and mention tweets, and took the in-depth
differences between mention and retweet behaviors into consid-
eration. Li et al. [20] proposed a framework based on a linguistic
topic that aims to recommend influential users and topic-cohesive
interactive communities that are most relevant to the given user. In
contrast, to make the tweet spread faster, some works had focused
on finding the right person to be mentioned in a tweet. Li et al. [21]
proposed a factor graph method to solve the mention recommenda-
tion task. A support vector machine based framework was proposed
in [31], which incorporated four categories of features to solve the
task. The task was also treated as a translation problem. Gong et al.
[11] proposed a topical translation model incorporating the content
of tweets and users’ post histories to deal with this problem. Re-
cently, neural networks have also been incorporated to perform this
task. Huang et al. [12] adopted a neural network with a hierarchical
attention mechanism which is the existing state-of-the-art method.

The multimedia recommendation is also related to this work and
has been studied from various aspects. Chen et al. [3] addressed
the problem of providing personalized video suggestions for users
not only exploring the user-video graph formulated using the click-
through information, but they also investigated two other useful
graphs: the user-query graph and the query-video graph. Some
content-based filtering models were also proposed [15]. Moreover,
the group hybrid method combining collaborative and content-
based recommendation models [14] was also incorporated, which
focused on the performance of very Top-N recommendations. Re-
cently, Chen et al. proposed a textual content-based attentive col-
laborative filtering model [4], which learns to select informative
components of multimedia items, and the item-level attention mod-
ule, which learns to score the item preferences.
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In view of the above descriptions, we find that most of the pre-
vious works focused only on textual information or visual infor-
mation. However, both textual data and visual data contain lots of
important information for the task. On the other hand, we can also
clearly find that an increasing number of users prefer multi-modal
information on social media platforms, as the information becomes
more diverse. Therefore, we propose a cross-attention memory
network that incorporates both textual and visual information to
perform the mention recommendation task.

2.2 Attention Mechanisms
Attention mechanisms allow models to focus on necessary parts of
inputs at each step of a task. Moreover, attention mechanism has
been proved to be significantly effective in both visual related tasks
and natural language processing tasks, such as machine translation
[2], question answering [28, 34], image classification [23], etc. Its
effectiveness results from the assumption that human recognition
does not tend to process whole texts or images in their entirety.
In reality, humans usually put attention into selective parts of the
whole perception regions according to demand. Therefore, one
important contribution of the attention mechanism is the idea of
extracting important information of the inputs space, which can
help the model to focus on processing the important information
rather than noise and achieve a better performance on tasks.

In this work, the key idea of our model is based on the attention
mechanism combined with memory network[30]. First, we use a
co-attention mechanism to get textual-based new visual vectors
and visual-based new tweet vectors, and using the cross-attention
memory network combined with new tweet vectors and new visual
vectors to fetch users’ interest by extracting the important informa-
tion from users’ multimodal post histories. Since these important
parts have been extracted, our model can achieve perfect mention
recommendation.

2.3 Multimodal Tasks
As the information has becomemore diverse, numerous multimodal
models have been proposed. Early works have usually focused on
simply combining the global vectors of visual information and
textual information. Recently, the task of incorporating image and
text has been studied in many aspects, such as automatic image
captioning task, generating descriptions for image task, and visual
question answering task. Vinyals et al. [32] first extracted high-level
image features and then fed them into an LSTM to generate captions.
Li et al. [19] proposed a scheme to detect the copy-move forgery
in an image that first segments the test image into semantically
independent patches. Karpathy et al. [13] made a combination of
Convolutional Neural Networks (CNNs) over image regions and
bidirectional Recurrent Neural Networks (BRNNs) over sentences to
generate natural language descriptions of images and their regions.
Specifically, visual question answering is a major related work
in these multimodal tasks. Most early works simply transfer an
image captioning framework [8, 32] to visual question answering
tasks [9, 26] based on CNNs and RNNs. Recently, a lot of attention
mechanisms [6, 24, 42] have been proposed to align text and image
information.

Different from image question answering like task that is mainly
focused on extracting image features. In this work, we use the
features of a given multimodal tweet captured by a co-attention
mechanism to make a cross hierarchical attention of visual histo-
ries and textual histories. Hence, we model the interest relevance
between the author and candidate user.

3 APPROACH
Given a tweet tx with corresponding image ti , its author a, and a list
of candidate usersU , our task is tomake a decision of whether a user
u ∈ U should be recommended for the author’s mention action in
the tweet t . In this way, we can treat the mention recommendation
task as a matching problem. Here, we preserve each author’s own
mention history for users as the corresponding candidate user
set for the author. And a novel cross attention memory network
(CAMN) architecture is proposed to perform this task. The overall
architecture of the model is illustrated in Figure 2.

Firstly, we use the pre-trained VGG-Net 16 to extract the rep-
resentation of images in our model, including the images of the
given tweet and post histories. We then use a tweet encoder to
represent the tweet. Then, using a co-attention mechanism on the
representations of ti and tx , extracting the significant parts of the
textual information and visual information of the tweet. Second, we
encode the history interests of the author and the history interests
of candidate user. In this part, we utilize the new representation of
ti and tx to capture high-quality post history interest information
with the help of a novel cross attention mechanism. Next, our model
can formulate a high-level abstract significant representation of the
given tweet t , the author a, and the candidate user u. Further, as the
human cognitive learning process repeats a cognitive procedure
many times, we repeat the cross attention and memory updating
procedure for k steps to formulate the final representation. The
steps are denoted as k = {0, 1, 2, · · · ,K}. Finally, the matched an-
swer is predicted by a fully connected softmax layer. We describe
our models in three parts. The tweet feature representation is de-
scribed in Section 3.1. The cross attention memory network and
matching prediction are described in Section 3.2 and Section 3.3,
respectively. To be clear, we list the explanation of the key notations
in Table 1.

Table 1: Annotation of symbols

N The memory capacity
T The maximum tweet length
M The number of image regions
k The layer index of cross-attention memory network

3.1 Tweet Feature Representation
Image feature representation

The image features are extracted from a pretrained 16-layer
VGGNet [29]. We first rescale the images to 224 × 224 pixels and
feed them into the CNNs. Rather than using a global vector as the
image feature representation, we take the last pooling layer of the
VGGNet to obtain the image spatial feature representation from
different regions. Hence, we divide the image into 7 × 7 regions,
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Figure 2: Overall architecture of one-layer CoA-CAMN. Our framework consisits of three components: (1) Query Tweet Mod-
elling, (2) Tweet History Insterests Modelling and (3) Image History Insterests Modelling. Here, we denote ũ0 as the repre-
sentation of query tweet and ṽ0 as the representation of corresponding image, and use ũ0, ṽ0 query cross tweet histories and
image histories, respectively. qk is the final representation of the overall architecture whichmodelling the interests similarity
among query tweet, author and a candidate user.

and the dimension size of the feature vector for each region is
512. Therefore, an image could be represented as vI ∗ = {vi

∗ |vi
∗ ∈

RD , i = 1, 2, 3, · · · ,M}, where M = 7 × 7 is the number of image
regions, and vi ∗ is a 512-dimensional feature vector for region i .

In order to make calculations more convenient, we align the
dimension of each image vector to the same dimension as the tweet
feature vector using a single full connection layer after the feature
of the last pooling layer of VGGNet: vI = tanh(WIvI

∗ + bI ), where
vI

∗ is the feature of last pooling layer of 16-layer VGGNet, and vI
is the image feature representation matrix after transformation by
a fully connected layer.
Text feature representation

First, we transform every wordwi in a given tweet t to a one-hot
vector in the size of the vocabulary. Next, we use a simple em-
bedding layer to encode each one-hot vector to a word vector xi
distributed in a continuous space: xi = Mwi . The size of the em-
bedding layer is d × |V |, where d is the embedding dimension and
|V | is the size of the vocabulary. Hence, we get a word-level tweet
feature representation: t = {x1,x2, · · · ,xT }, where T is the max-
imum tweet length. More specifically, each sentence with length
less than T is padded with zero vectors.

The bidirectional LSTM is a kind of RNN designed to solve the
issue of ignoring future contextual information of normal RNNs.
Therefore, the bidirectional LSTM is fed with each training se-
quence forward and backward, respectively. Hence, we utilize the
bidirectional LSTM to construct a sentence-level tweet features
representation. At each time step, the bidirectional LSTM unit takes

the word embedding vector xt as an input vector and outputs a
hidden state ht . The details are illustrated as follows:

ht
(f ) = LSTM(f )(xt ,ht−1

(f )), (1)

ht
(b) = LSTM(b)(xt ,ht+1

(b)), (2)

where ht (f ) and ht
(b) represent the hidden states at time step t

from the forward and backward LSTMs, respectively. Finally, we
construct a set of text feature vectors uT = {u1,u2, · · · ,uT } by
adding the two hidden state vectors at each time step:

ut = ht
(f ) + ht

(b), (3)

whereut is the representation vector of the t-th word in the context
of the entire sentence. Specifically, the word embedding matrix and
the bidirectional LSTMs are trained end-to-end over the whole
model.
Co-attention mechanism for tweet modelling

After the above process, we get the image feature representa-
tion matrix vI and the text feature representation matrix uT . In
view of the fact that the texts and images contain different levels
of abstractions for a tweet, and the correct entities or other mean-
ingful content are often only related to a small part of the image or
text, we utilize a co-attention mechanism to generate a high-level
representation of the text part and image part of a given tweet.
After experiencing many kinds of attention mechanisms between
tweets and images (the experiment results are recorded in Sec-
tion 4), we find that the co-attention mechanism achieves perfect
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performance, which utilizes text-based attention and image-based
attention sequentially .

Text-based visual attention
Usually, the meaning of a tweet is only related to a specific region

of the corresponding image. For instance, in Figure 1, only a few
parts of the image represent the “MAC” lipstick and the residual
parts are white pixels. In other words, few regions of the image can
be related to the tweet. Hence, instead of using a global vector to
represent the image, we divide the image into 49 grids and construct
an image feature matrix vI by extracting a feature vector of each
region. Then, we use a text-based attention mechanism to filter
out noise and find regions that are relevant to the meaning of the
corresponding text parts.

First, we use a single mean-pooling layer to summarize the
sentence-level representation of a given tweet:u = 1

T
∑T
i=1 ui . Next,

we incorporate image attention with the help of the sentence-level
representation:

hM = tanh(WvMvM ) ⊙ tanh(WvUU ), (4)
aM = so f tmax(WhhM ), (5)

where U ∈ Rd×M is a matrix formulated by M columns of u and
vM ∈ Rd×M , d is the dimension of the representation, andM is the
number of divided regions of each image. We use ⊙ to denote the
element-wise multiplication of two matrices.

Since the attention probability am of each image region m is
calculated from the above equation, the new representation of
the image is formulated as the weighted sum of the image region
vectors.

ṽI =
∑
m

amvm (6)

Image-based textual attention
However, the text-based visual attention can make the model

focus on those important image regions. Following the same idea,
we use image-based textual attention to help model which word
is more important, which formulates the sentence-level meaning
of a tweet. The process of image-based textual attention is similar
to text-based visual attention. To be specific, we utilized the new
image representation vector ṽI to query the original textual fea-
ture uT , generating the a new text representation ũT based on the
textual attention probability distributions. The detail is illustrated
as follows:

zT = tanh(WuT uT ) ⊙ tanh(WuV ṼI ), (7)
aT = so f tmax(WzzT ), (8)

where ṼI ∈ Rd×T is a matrix formulated by T columns of ṽI ,
uT ∈ Rd×T and T is the max length of tweets. And “⊙” denotes the
element-wise multiplication of two matrices.

As the attention probability at of the t-th word is calculated, the
new representation of the tweet is formulated by the weighted sum
of each word vector:

ũT =
∑
t
atut (9)

3.2 Cross Attention Memory Network
Obviously, a user’s post histories can be used to model the user’s
history interests. And, both images and tweets contain important

information that can be extremely helpful to generate a perfect
mention prediction. Hence, we propose a cross attention memory
network to model the similarity of multimodal history interests
between the author and the candidate user. It is obvious that the
tweet histories and the corresponding image histories stored in the
memory have a hierarchical structure. For instance, each image
document has many images: DI = {e1, e2, · · · , eN } and an image-
level structure. Each image has been divided into regions: e =
{v1,v2, · · · ,vM } and a region-level structure. Each tweet document
has many tweets: DT = {t1, t2, · · · , tN } and a tweet-level structure.
Each tweet also has many words: t = {w1,w2, · · · ,wT }. Moreover,
not all tweets and images in the history memory contain equally
relevant information for modelling the history interests, and not all
regions in an image or all words in a tweet are equally meaningful.
Hence, we propose a hierarchical architecture to model a user’s
image history interests and tweet history interests, respectively.

When given a query tweet and a corresponding image, we con-
structed a final representation after k-layer cross attention memory
network. We denote the above new tweet feature representation ũT
as ũ0 and the corresponding new image feature representation ṽI as
ṽ0. Then, we utilize ũk to formulate textual attention probabilities
cross the author’s tweet histories and candidate user’s tweet histo-
ries, and construct the ũk+1. Then ṽk is used to construct a visual
attention cross-reference between the author’s image histories and
candidate user’s image histories, and get updated the same as ũk .
And the final vector qk is used to predict mention action.
Region-level encoder

Given an input image set DI = {e1, e2, · · · , eN }, each region’s
original representation ri, j ∈ ei is formulated by a 16-layer VGGNet
and saved as a visual memory vector. The memory vector vi, j in
this step is called input memory, which projects the input history
image regions into the same space. The dimension of ri, j is 512. In
order to make calculation more convenient, we align the dimension
of each region’s original vector ri, j to the same dimension as the
tweet feature vector by using a single full connection layer on the
region’s original vectors vi, j =Wri, j .

With an underlying intuition that not all regions in each image
are equally relevant for modelling the image history interests, at
k-th layer of cross-attention network, we utilize the last step of the
image representation vector ṽk−1 to query a user’s region vector set,
generating the representation of each history image based on the
region attention probability distributions. The detail is illustrated
as follows:

hki,M = tanh(W k
Mvi,M ) ⊙ tanh(W k

ṽ Ṽ
k−1
M ), (10)

aki,M = so f tmax(W k
h h

k
i,M ), (11)

v∗i =
M∑
j
aki, jvi, j , (12)

where Ṽ k−1
M ∈ Rd×M is a matrix formulated byM columns of ṽk−1

andM is the region number of each image.
Image-level encoder

As in the above descriptions, we get a new representation v∗i for
each history image based on a region-level attention mechanism.
However, it is obvious that not every image is equally relevant to
constructing a user’s image history interests. Hence, in order to
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model the whole image history interests of a user, we utilize the
last step of the image representation vector ṽk−1 to query the new
representations of each history image. Modelling the representa-
tion of a user’s image histories based on the image-level attention
probability distributions:

hkN = tanh(W k
Nv

∗
N ) ⊙ tanh(W k

ṽN
Ṽ k−1
N ), (13)

akN = so f tmax(W k
hN

hkN ), (14)

ṽ∗ =
N∑
i
aki v

∗
i , (15)

where Ṽ k−1
N ∈ Rd×N is a matrix formulated by N columns of ṽk−1,

and N is the image amount of each image history document.
Therefore, through the above steps, we get the representation

ṽ∗ ∈ Rd for a user’s whole image history interests (“∗” can rep-
resent an author or a candidate user) and d is the dimension of
the representation. In other words, we model the image history
interests of the author as ṽa and the image history interests of the
candidate user as ṽc by following the above steps, respectively.
Word-level encoder

Similar to the hierarchical architecture of the image history, the
text history also has a two-level architecture. Give an tweet history
set t1, t2, ..., tN , first, each wordwi, j of ti is embedded into a textual
memory vector ci, j (dimension of ci, j is d) using an embedding
matrix A (size of A is d × |V |), as ci, j = Awi, j . The memory vector
ci, j in this process is similar to the image memory vector vx,y ,
which is called input memory and projects the input words of
historical tweets into the same space.

Leveraging the advantage of filtering irrelevant words, at thek-th
cross-attention layer, we use the last step of the tweet representation
vector ũk−1 to generate attention probabilities over a user’s word
memory vector set.The match between input memory vector ci, j
and ũk−1 is computed by incorporating the inner product followed
by a softmax layer:

zki,T = (ũk−1)tr ci,T , (16)

pki,T = so f tmax(W k
z z

k
i,T ), (17)

where (ũk−1)tr is the transpose of last step of the tweet represen-
tation vector ũk−1 and T is the maximum length of each tweet.

Different from the region-level encoder, we use a new embedding
matrix B to embed each wordwi, j into another word memory vec-
torui, j (of dimensiond and named output memory), asui, j = Bwi, j .
Finally, the representation of the tweet ti is obtained by summing
all output memory vectors weighted by the above attention proba-
bility:

u∗i =
T∑
j
pki, jui, j , (18)

Following the above process, each tweet in the tweet history
document is converted into a fixed-length vector that represents
the interest embedding of the tweet.
Tweet-level encoder

In order to model the complete tweet history interests of a user,
we propose a tweet-level encoder to aggregate important parts
of the tweet history document. Given the encoded set of tweets

s = {u∗1 ,u
∗
2 , · · · ,u

∗
N }, the history interest representation of the

tweet history document is formed by a weighted sum of these tweet
representations. The weights over the each tweet are interpreted
as the importance level of a particular tweet in the document. The
equation of this procedure is as follows:

zkN = tanh(W k
Nu

∗
N ) ⊙ tanh(W k

ũN
Ũ k−1
N ), (19)

pkN = so f tmax(W k
zN z

k
N ), (20)

ũ∗ =
N∑
i
pki u

∗
i , (21)

where Ũ k−1
N ∈ Rd×N is a matrix formulated by N columns of ũk−1

and N is the tweet amount of a tweet history document.
Just as the image history interests representation, the label “∗”

can represent the author or the candidate user in the tweet history
interests representation ṽ∗ ∈ Rd . In this way, we model the tweet
history interests of the author as ũa and the tweet history interests
of a candidate user as ũc by following the above steps, respectively.
Stacked cross-attention network

For modelling more complex history interests, the similarity
between the author and a candidate user, according to a query
tweet, we can try to repeat the cross-attention memory network
iteratively by using the newly generated representations. Formally,
the stacked procedure can be summarized as follows: for the k-
th (where k is greater than or equal to 1) cross-attention layer,
we construct the image history interests and the tweet history
interests representation for the author and a candidate user based
on the query tweet, respectively. The new query vector is formed
by adding the new feature vector to the previous vector, the detail
is as follows:

ũk = ũk−1 + ũka + ũ
k
c , (22)

ṽk = ṽk−1 + ṽka + ṽ
k
c , (23)

where ũ0 is initialized by tweet presentation ũT of the query tweet,
and ṽ0 is initialized by image presentation ṽI of the query tweet.

Further, the k-th global representation vector, which is used
to model the history interests similarity between author and a
candidate user according to a query tweet, is updated after the k-th
image history interests and tweet history interests representation
for the author and a candidate user, respectively:

qka = ũ
k
a ⊙ tanh(Waṽ

k
a ), (24)

qkc = ũ
k
c ⊙ tanh(Wcṽ

k
c ), (25)

qk = qk−1 + qka + q
k
c , (26)

where qka is the whole interests representation (named final pre-
sentation) of the author’s tweet histories and the corresponding
image histories at k-th cross-attention memory layer, and qkc is
the representation of the candidate user. Particularly, considering
the inequalities of information density of word vectors and picture
region vectors, we apply an additional layerWa ,Wc to make the
image history representation and tweet history representation have
similar information density.
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Table 2: Comparison results on the testing dataset. We divided the compared approaches into three categories based on differ-
ent mechanisms. Category I belongs to traditional machine learning methods. Category II is based on deep neural networks.
Category III includes different variants of our approach.

Method Precision Recall F-Score MRR Hits@3 Hits@5

I
NB 0.503 0.477 0.490 0.614 0.653 0.744
PMPR [21] 0.650 0.624 0.637 0.742 0.793 0.858
CAR [31] 0.685 0.665 0.675 0.770 0.817 0.876

II

LSTM+CNN 0.550 0.532 0.541 0.626 0.676 0.712
MLAN [38] 0.735 0.677 0.705 0.807 0.821 0.846
DAN [24] 0.772 0.748 0.760 0.809 0.834 0.850
AU-HMNN [12] 0.771 0.751 0.761 0.828 0.852 0.902

III
ITA-CAMN 0.754 0.732 0.743 0.817 0.848 0.899
TVA-CAMN 0.811 0.786 0.798 0.858 0.879 0.916
CoA-CAMN 0.817 0.793 0.804 0.862 0.880 0.919

3.3 Prediction
Finally, based on the final presentation obtained from the above
process, we utilize a single-layer softmax classifier to determine
whether or not a candidate user should be mentioned to the author
according to a query tweet:

f = σ (Wqq
k + bq ), (27)

whereWq ,bq are parameters of a hidden layer, qk is the final rep-
resentation obtained after the k times cross-attention layer and σ
is a non-linear activation function.

The final prediction is made by the following equations:

p(y = i | f ;θs ) =
exp(θ is f )∑
j exp(θ

j
s f )
, (28)

where θ is is a weight vector of the i-th class and j ∈ {0, 1}.
In our work, the training objective function is formulated as

follows:
J =

∑
(tq,a,c,i)∈D

−loдp(i |tq ,a, c;θ ), (29)

where D is the training set. i ∈ {0, 1} is the label of the triple
(tq ,a, c), and when i = 1, the candidate user c should be recom-
mended to the author a’s “@” action in the tweet tq , and i = 0
represents the candidate user c that should not be recommended. θ
is the whole parameter set of our model.

To minimize the objective function, we use a stochastic gradient
descent (SGD)with the Adam [16] update rule. Moreover, we use the
dropout and add l2-norm terms for the regularization (the parameter
of l2-norm terms is 9 × 10−9 in our training procedure).

4 EXPERIMENT
4.1 Baseline
To analyze the effectiveness of our model, we evaluated some tradi-
tional and state-of-the-art methods as baselines as follows on the
constructed corpus:

• NB: Naive Bayes is implemented with bag-of-word features
transformed from the posting history.

Table 3: Statistics of the evalution dataset.

#Tweets 200,465
#Images 200,465
#Users 15,539

#Avg.Mention / Author 39.45
#Avg.Mentioned User/Author 9.51

• PMPR: The Personalized Mention Probabilistic Ranking
(PMPR) system is proposed in [21] to solve the mention
recommendation problem.

• CAR: The Context-aware At Recommendation (CAR) model
is a ranking support vector machine model proposed in [31]
to locate the target users.

• LSTM+CNN: LSTM+CNN is normally combined the textual
feature processed by LSTM with visual feature processed by
CNN to make a prediction.

• MLAN: Multi-level Attention Networks (MLAN) is proposed
in [38] to deal with the visual question answering task. It is
incorporated to evaluate the effectiveness of our model to
deal with the multimodal task.

• DAN: Dual Attention Networks (DAN) is proposed in [24]
and it perform well in visual question answering task and
image-text matching task. The reason for incorporating this
model is the same as for MLAN.

• AU-HMNN: AU-HMNN is proposed in [12], which incor-
porates only textual information of query tweets and users’
history. This was the state-of-the-art approach used for the
mention recommendation task.

4.2 Dataset and Setup
To evaluate the effectiveness of our proposed model, we collected
public tweets to construct a dataset from Twitter. Firstly, we ran-
domly selected 4,000 users as the authors and crawled their post
histories. And the collection contained 15.3 million tweets. Then,
from these tweets, we extracted those contained both images and at
least one @username, and collected the corresponding mentioned
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Figure 3: Precision, Recall and F-score with different amount of recommended users

users. In this step, 3,112 authors and a total of 122,770 query tweets
were extracted. The amount of mentioned users was 12,427. Next,
we crawled the mentioned users’ histories, and 131.6 million tweets
were collected. Finally, we also selected those tweets that contained
images from the mentioned users’ histories. The detailed statistics
are shown in Table 3, the average number of mention behaviours
per central author was 39.45, and the average number of users that
the central authors mentioned was 9.51. For each query tweet, the
mentioned history of each author was considered as a candidate.We
split the dataset into a training and a testing set with an 80/20 ratio,
and randomly selected 20% of the training set as the development
set.

In this work, we filtered out the stop words and low-frequency
words for texts. For images, we downloaded images from the re-
trieved urls and rescaled them to 224 × 224. Then we used a pre-
trained 16-layer VGGNet to extract features. The outputs of the last
pooling layer of the VGGNet were extracted as the image features.
For the memory portion, the capacity of the memory was restricted
to 5 tweets with corresponding images, and the maximum length of
each tweet was 31. In other words, we randomly extracted 5 tweets
from each author and each mentioned user history, and used these
5 tweets to present their history interests and stored them in the
supporting memory. The embedding dimension in the experiment
was 300 (we also transferred the image feature dimension from 512
to 300), and the depth of cross-attention memory layer was set to 7.
The learning rate was set to 0.01, and the dropout rate was set to
0.2.

Further, we used precision, recall, and F-score to evaluate the
results, and incorporated Hits@3 and Hits@5 to represent the per-
centage of correct results recommended from the top L results.
Moreover, we also used the Mean Reciprocal Rank (MRR) metrics
to evaluate the rank of the recommended results.

4.3 Results and Discussion
The performance of different methods on our dataset is listed in
Table 2. The results in all the metrics were obtained when we
recommended the top one candidate user for each tweet. We can
observe that our proposed model (CoA-CAMN) achieves a better
performance than other comparison methods of all metrics.

ComparedwithAU-HMNN,whichwas the state-of-the-artmethod
for the mention recommendation task, the proposed model (CoA-
CAMN) achieves a relative improvement of 6.0% in precision, along
with a 5.6% increase in recall and 5.7% increase in F-score. Moreover,
the best results of our proposed model for Hits@3 and Hits@5 are
greater than 0.882 and 0.920, respectively. In other words, 88.2% of
correct users can be found in the top 3 recommendation list and
92.0% of the users can be recommended in the top 5. Particularly,
the MRR results of CoA-CAMN are also better than other meth-
ods, which illustrates that the rank of the result predicting a better
recommendation of candidate users.

In order to prove the effectiveness of incorporating users’ tweet
posting histories and corresponding images, we also used MLAN
and DAN on our dataset. Moreover, these methods were the state-
of-the-art methods for visual question answering task and also
performed well in other multimodal tasks. From the results table,
we can observe that our proposed model ( CoA-CAMN) consistently
achieves a better performance than these multimodal models in
all evaluation results. Compared with the DAN ( performs better
than MLAN in our dataset), our model achieves more than 5.7%
relative improvements in precision, recall and F-score. Particularly,
the best results of our proposed model for MRR and Hits@5 are
relatively greater than 6.5% and 8.2%, respectively. Hence, by incor-
porating users’ tweet posting histories and corresponding images,
our proposed model did indeed perform well on the mention rec-
ommendation task.

Category III is a comparison of the results of Image-based Tex-
tual Attention-Cross Attention Memory Network (ITA-CAMN),
Text-based Visual Attention-Cross Attention Memory Network
(TVA-CAMN) and Coattention-Cross Attention Memory Network
(CoA-CAMN). The comparison shows that CoA-CAMN achieves a
better result than other two variants of our proposedmodel. As TVA-
CAMN can only use text information to generate visual attention
distribution to model the query tweet and the corresponding image,
we find that co-attention mechanism is beneficial to modelling both
the query tweet and the corresponding image.We believe the impor-
tance of the tweet and the corresponding image for summarizing
global information is not equal, which limits the performance of the
other variant of our proposed model (ITA-CAMN). From the results
of CoA-CAMN, TVA-CAMN and ITA-CAMN, we can observe that

8



1 2 3 4 5 6 7 8

Sc
or

e

0.785

0.790

0.795

0.800

0.805

0.810

0.815

Layer depth

Figure 4: Performance on different layer of cross-attention
memory network

treating the tweet history as a guiding part and the image history
as assisting part can significantly improve the performance.

Figure 3 also shows the Precision, Recall and F-score of the mod-
els with different numbers of recommended users. Each point of the
curve represents the number of users recommended ranging from 1
to 5. In order to make the results more clear, we selected some rep-
resentative methods and used the red line combined with a square
label to draw the figure. Obviously, Precision decreases and Recall
increases as the number of recommended users increases, except
when five users are recommended, at which our model is slightly
lower than MLAN in Precision. Particularly, our model achieves
extremely better performance than other methods in Recall. More-
over, we obtain the highest F-score when recommending the top
one user. The curve that is higher on the graph indicates the better
performance. From the figure, we can see that the performance
of our proposed model is the highest of all the methods when the
number of users recommended ranges from 1 to 4. The most im-
portant is that the proposed method was significantly better than
the state-of-the-art methods.

4.4 Parameter Influence
The proposed model contains several critical hyper-parameters. We
analyzed the influence of critical parameters from the following
perspectives: 1) the depth of cross-attention layer, 2) the embed-
ding dimension, and 3) the dropout. We varied one parameter and
fixed the others in turn to evaluate their influences. Based on the
experimental results, we can observe that the proposed model could
achieve stable performance, in the condition of various parameter
settings.

The first parameter we evaluated is the depth of cross-attention
layer, which we varied from 1 to 8 in this experiment. In Figure
4, we draw the Precision, Recall and F-score curves to show the
depth of the cross-attention layer’s influence on the performance.
Along with the increase in the depth of the cross-attention layer,
the results are better. We also obtained the best performance with
the 7-layer cross-attention, which indicates the robustness of our
model along with the depth deeper. Since increasing the number of
layers of the network will make the model more complex with more
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Figure 5: Influence of Embedding size

parameters, and the result is not significantly improved, hence, the
performance of 8-layer cross-attention is slightly lower than 7-layer.
The figure demonstrates that the multi-depth cross-attention works
better than single-level attention.

The second parameter is the embedding dimension. To evalu-
ate how it influenced the performance, we fixed the depth of the
cross-attention layer to 7 and tried different embedding dimensions.
The comparison results shown in Figure 5 demonstrate that the
models with a high embedding dimension performed better than
those with a low dimension. The results improved when the di-
mension was increased from 50 to 300, and the result of the 400
embedding dimension was slightly lower than the 300 dimension.
This shows that if we want to give more effective suggestions, the
300 embedding dimension would be a good choice.

Third, we compared the performance of our model with andwith-
out dropout layers, and the results are shown in Table 4. The depth
of the cross-attention layer was 7 and the embedding dimensions
was 300. It is obvious that the model achieve better performance
with the help of dropout layer. Although without drop out layer,
our model achieved greater than 4.1% relative improvements in
each category, compared with the state-of-art method.

Table 4: Performance with and without dropout on our
datasets

With Dropout Precision Recall F-score MRR
No 0.804 0.781 0.792 0.853
Yes 0.817 0.793 0.804 0.862

5 CONCLUSION
Due to the dramatically increase in social media use and the di-
versity of information, in this paper we proposed and studied a
novel task for recommending users for multimodal microblogs to
improve the usability of the user experience on mention actions. We
proposed CoA-CAMN to combine textual and visual information, as
well as modeled users’ posting history interests by applying a novel
attention mechanism on external memory. Since tweets and images
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are not equally important in modelling query tweet representa-
tion, we utilize the co-attention network, which generates textual
attention and visual attention sequentially. We used the representa-
tion of a query tweet and corresponding images combined with a
cross-attention mechanism to query the posting histories between
the author and a candidate user. We also constructed a large data
collection retrieved from live microblog services to evaluate the
effectiveness of our model. Experimental results showed that the
proposed method achieves better performance than state-of-the-art
methods using textual information only.
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