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Abstract

In this study, we investigate the problem of named entity
recognition for tweets. Named entity recognition is an impor-
tant task in natural language processing and has been care-
fully studied in recent decades. Previous named entity recog-
nition methods usually only used the textual content when
processing tweets. However, many tweets contain not only
textual content, but also images. Such visual information is
also valuable in the name entity recognition task. To make
full use of textual and visual information, this paper pro-
poses a novel method to process tweets that contain mul-
timodal information. We extend a bi-directional long short
term memory network with conditional random fields and an
adaptive co-attention network to achieve this task. To evaluate
the proposed methods, we constructed a large scale labeled
dataset that contained multimodal tweets. Experimental re-
sults demonstrated that the proposed method could achieve a
better performance than the previous methods in most cases.

Introduction
Named entity recognition (NER) tries to identify the named
entities in text. Named entities fall into pre-defined cate-
gories such as the names of persons, organizations, and lo-
cations. Along with the rapid development of social media
(e.g., Twitter, Facebook), tweets have become important re-
sources for various applications such as breaking news ag-
gregation (Ritter et al. 2012; Cui et al. 2012), the identifi-
cation of cyber-attacks (Ritter et al. 2015) or natural disas-
ters (Neubig et al. 2011; Bruns and Liang 2012), and mining
disease outbreaks (Paul and Dredze 2011). Hence, locating
and classifying named entities from tweets has become one
of the indispensable tasks of these applications.

Previous methods have studied the NER problem from
different aspects. Various supervised methods with manu-
ally constructed features have been proposed to perform
this task. Zhou and Su (2002) proposed the use of an
HMM-based chunk tagger. Chieu et al. (2002) introduced a
maximum entropy approach with global information. Sup-
port vector machines have also been used on the NER
task (Isozaki and Kazawa 2002). Because knowledge plays
an important role in the NER task, different kinds of re-
sources have also been taken into consideration (Borthwick
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Figure 1: An example of multimodal tweets. In this tweet,
“Rocky” is the name of the dog.

et al. 1998; GuoDong and Jian 2004; Kazama and Torisawa
2007). Numerous methods have been introduced(Ritter et al.
2011; Liu et al. 2011; Li et al. 2012; de Oliveira et al. 2013;
Li et al. 2015) to process the content posted by users on so-
cial media sites. Ritter et al. (2011) treated the classification
and segmentation of named entities as separate tasks. Large
scale open-domain ontology is included for classification. Li
et al. (2015) introduced an iterative method to split tweets
into meaningful segments and evaluated the method on the
NER task. Because of the characteristics of social media, the
performances of methods on the tweets are much lower than
the performances on newswire domain.

We can see that most of the previous methods only con-
sidered the textual content. However, many tweets contain
not only textual content, but also images. Figure 1 gives a
multimodal tweet example. If we only have the tweet con-
tent “Rocky is ready for snow season,” “Rocky” is usually
recognized as the name of a person by humans and the previ-
ous methods. However, in this tweet, “Rocky” should be la-
beled as belonging to the category of animal names. Without
taking visual information into consideration, various tweets
cannot be easily recognized. Moreover, according to a statis-
tic, more than 42% of tweets contain more than one image1.
Hence, processing these multimodal tweets has become an

1https://thenextweb.com/socialmedia/2015/11/03/what-
analyzing-1-million-tweets-taught-us/



important task.
To incorporate visual information for the recognition of

named entities on multimodal tweets, this paper proposes
a novel neural network based method to achieve the task.
Following previous methods, we also convert the NER task
into a sequence labeling problem. Hence, we extend the bi-
LSTM-CRF method (Huang, Xu, and Yu 2015), which has
been successfully used in various sequence labeling tasks,
as the basic architecture. Because of the 140 character limi-
tation of Twitter and the oral language environment, tweets
contain numerous nonstandard spellings, abbreviations, and
unreliable capitalization. We combine the character embed-
dings and word embeddings as the input. To incorporate the
visual information, we propose an adaptive co-attention net-
work to join the textual and visual information together. In
visual attention, we can capture the image regions that the
word at time step t is more related to based on the prediction.
In textual attention, we can obtain the words in the text that
the word at time step t is more related to based on prediction.
Because not all of the words in the text have corresponding
visual signals such as “a,” “an,” and “directly,” we also in-
troduce a gated multimodal fusion module to decide when
to rely on visual information. To filter out the noise brought
by the visual information, we use a filtration gate module as
a filter. To evaluate the proposed method, we constructed a
large-scale dataset, which contained manually labeled mul-
timodal tweets. Experimental results on our dataset showed
that our method could achieve better performance than pre-
vious methods.

The main contribution of this paper can be summarized as
follows:

• The task of recognizing named entities on multimodal
tweets is novel and has not been carefully studied in pre-
vious methods. In this paper, we defined the problem and
evaluated several methods for this task.

• We introduced an adaptive co-attention network that com-
bines visual and textual information to recognize named
entities.

• We constructed a large-scale dataset to evaluate the per-
formances of different NER methods on multimodal
tweets.

The Proposed Method
In this work, we propose a novel neural network architecture
called the Adaptive Co-attention Network (ACN) that will
learn the shared semantics between text and images. The ar-
chitecture of our proposed method is shown in Figure 2. For
clarity, we describe our model in three parts:Feature Extrac-
tor, Adaptive Co-attention Network, and CRF Tagging Mod-
els. We will illustrate the details of the proposed framework
in the following section.

Feature Extractor
Image Feature Extraction The image features were ex-
tracted from 16-layer VGGNet (Simonyan and Zisserman
2014). Previous studies (Gao et al. 2015) used features from
the last layer that produced a global vector, but we want the

spatial features of different regions. Therefore, we chose the
features from the last pooling layer. We first resized the im-
ages to 224×224 pixels, and then retained the features from
the last pooling layer, which has a dimension of 512×7×7.
The 512 number is the dimension of the feature vector for
each region, and 7 × 7 is the number of regions. Therefore,
an image could be represented as ṽI = {ṽi|ṽi ∈ Rdv , i =
1, 2, · · · , N}, where N = 7 × 7 is the number of image re-
gions, and ṽi is a 512 dimensional feature vector for image
region i.

For calculation convenience, we transform each feature
vector to a new vector with the same dimensions as the text
vector using a single layer perceptron.

vI = tanh(WI ṽI + bI), (1)

where ṽI is the output of 16-layer VGGNet, and vI is the
image feature map after transforming by single layer per-
ceptron.

CNN for Character-level Representation Character-
level embedding could alleviate rare word problems and
capture helpful morphological information, like prefixes
and suffixes. Let C be the vocabulary of characters. Af-
ter a character lookup table, a word will be projected to
a sequence of character vectors: [c1, c2, · · · , cm], where
ci ∈ Rdc is the vector for the i-th character in the word
and m is word length. For the convolutional operation, k
groups of filter matrices [C1, C2, · · · , Ck] with different
sizes [l1, l2, · · · , lk] are applied. The transformed sequences
Fj will be obtained as follows:

Fj = [· · · ; tanh(Cj · F[i:i+lj−1] + bj); · · · ],

where i is the index of the convolutional window. Then, we
apply a max-over-time pooling operation over the feature
map, and take the maximum value as the feature correspond-
ing to filter Cj .

w
′

j = max(Fj).

Finally, we obtain the representation w
′

for a word by con-
catenating all the mappings.

w
′

= [w
′

1 ⊕ w
′

2 ⊕ · · ·w
′

k].

Bidirectional LSTM The Long Short-Term Memory net-
work (LSTM) (Hochreiter and Schmidhuber 1997) is a vari-
ant recurrent neural network (RNN) designed to solve the
issue of learning long-term dependencies. Formally, at time
t, the memory ct and the hidden state ht are updated with
the following equations:c̃totit

ft

 =

tanh
σ
σ
σ

TA,b [ xt
ht−1

]
,

ct = c̃t � it + ct−1 � ft,

ht = ot � tanh (ct) ,

where � is the element-wise product and σ is the element-
wise sigmoid function. it, ft, and ot denote the input, forget,
and output gates at time step t respectively. xt is the input



Figure 2: The general architecture of the proposed approach. The left part is the main framework of this work. The right part is
the detailed structure of the adaptive co-attention network.

vector at time t, and TA,b is an affine transformation, which
depends on parameters of the network A and b.

Notice that LSTM takes only past information. However,
context information from the future could also be crucial. To
capture the context from both the past and the future, our fea-
ture extractor is a bidirectional LSTM. Bidirectional LSTM
contain two separate LSTMs to capture both past and fu-
ture information, where one encodes the sentence from start
to end, and the other encodes the sentence from end to start.
Thus, at each time state t, we can obtain two representations,
−→
ht and

←−
ht , then the two representations are concatenated to

form the final output:

ht = [
−→
ht ,
←−
ht ]. (2)

Given a sentence x = (x0, x1, ..., xn), we use CNN to
extract the character-level word representation w

′
. Then, we

get the ordinary word representation w
′′

using the word
look-up table, and we obtain a feature-rich word represen-
tation by concatenating the two representations at position t,
i.e. wt = [w

′′

t , w
′

t]. We encode the sentence with a bidirec-
tional LSTM, and by replacing the word wt with ht, we can
interpret ht as a representation summarizing the word at po-
sition t along with its contextual information. So we get the
textual feature matrix x = {hj |hj ∈ Rd, j = 1, 2, · · · , n},
where d is the dimension of the LSTM’s hidden state and n
is the sentence length.

Adaptive Co-attention Network
The Adaptive Co-attention Network (ACN) is a multimodal
model using the co-attention process, which includes visual

attention and textual attention to capture the semantic inter-
action between different modalities. We propose the use of
a gated multimodal fusion module to fuse the features adap-
tively. Then, to reduce the possibility of noise introduced in
the multimodal, we utilize the filtration gate to adaptively
filter out some of the useless multimodal information. The
details of this network will be illustrated as follows.

Word-Guided Visual Attention In most cases, a word is
related to a small region of the input image. Therefore, ap-
plying the whole image feature with a word feature to pre-
dict the label could lead to suboptimal results because re-
gions that are irrelevant to the word introduce noise. Instead,
we apply a word-guided visual attention module to decide
which image region to attend to. Further, our model has the
ability to gradually filter out the noise and pinpoint the re-
gions that are highly relevant to the current word.

Given a word feature, ht is obtained by Equation (2) and
the image feature matrix vI is obtained by Equation (1). We
feed these through a single layer neural network followed by
a softmax function to generate the attention distribution over
the N regions of the image:

zt = tanh(WvIvI ⊕ (Whtht + bht)),

αt = softmax(Wαt
zt + bαt

),

where ht ∈ Rd, d is the dimension of word or image fea-
ture, vI ∈ Rd×N , N is the number of image regions. WvI ,
Wht

and Wαt
are parameters, and WvI , Wht

∈ Rk×d and
Wαt

∈ R1×2k. αt ∈ RN , which corresponds to the atten-
tion probability of each image region given ht. In addition,
we use ⊕ to denote the concatenation of the image feature



matrix and word feature vector. The concatenation between
a matrix and a vector is performed by concatenating each
column of the matrix by the vector.

Based on the attention distribution αt,I , which is the
weight corresponding to each image region, the new image
vector related to word ht can be obtained by:

v̂t =
∑
i

αt,ivi.

Image-Guided Textual Attention In the previous section,
we used word-guided visual attention to obtain a new im-
age representation that is relevant to word ht at position t,
in other words, word-guided visual attention decided that
predicting the label for ht should attend to which image re-
gions. However, we have no idea which words in the text are
more relevant to word ht. Therefore, we propose an image-
guided textual attention model using the new image vector
v̂t to conduct the textual attention. Then, we acquire a new
representation, ĥt, for text based on the energy function and
probability distributions.

z
′

t = tanh(Wxx⊕ (Wx,v̂t v̂t + bx,v̂t)),

βt = softmax(Wβt
z

′

t + bβt
),

ĥt =
∑
j

βt,jhj ,

where x = (h1, h2, · · · , hn), x ∈ Rd×n and v̂t ∈ Rd. n
is the maximum length of the tweet, and d is the dimension
of feature representation. Wx, Wx,v̂t ∈ Rk×d and Wβt ∈
R1×2k, thus βt ∈ Rn, which is the attention distributions of
word in the sentence. Similar to visual attention, we use ⊕
to denote the concatenation of the tweet feature matrix and
image vector, and we concatenate each column of the matrix
using the vector.

Gated Multimodal Fusion Based on the visual and tex-
tual attention, we propose a gated multimodal fusion (GMF)
method to fuse the multimodal features. In named entity
recognition tasks, when predicting the label of a word, GMF
trades off how much new information the network is consid-
ering from the image with the text containing the word. A
GMF is used as an internal unit to find an intermediate rep-
resentation feature based on a combination of features from
different modalities. For each word, we obtain a new visual
feature based on visual attention and a new textual feature
based on textual attention, then we compute a multimodal
gate to fuse them because of the different dependencies on
images for different words. The GMF is defined as:

hv̂t = tanh(Wv̂t v̂t + bv̂t),

hĥt
= tanh(Wĥt

ĥt + bĥt
),

gt = σ(Wgt(hv̂t ⊕ hĥt
)),

mt = gthv̂t + (1− gt)hĥt
,

where Wv̂t , Wĥt
, Wgt are parameters, hv̂t and hĥt

are the
new image vector and new text vector, respectively, after
transformation by single layer perceptron. ⊕ is the concate-
nating operation, σ is the logistic sigmoid activation, gt is

the gate applied to the new image vector hv̂t , and mt is the
multimodal fusion feature between the new visual feature
and new textual feature.

Filtration Gate Because the named entity recognition
task is built on the text, text information is the most impor-
tant feature and cannot be ignored. In our model, the word
at position t is applied to guide the visual attention in our
adaptive co-attention network. In addition, we also use the
word at position t as a part of the input to the decoder, while
the other part is the multimodal fusion feature mt. But, the
visual feature is unnecessary, when predicting the label of a
verb or adverb. Because the multimodal fusion feature con-
tains visual feature more or less and it may introduce some
noise, we use a filtration gate to combine features from dif-
ferent signals that better represent the information needed
to solve a particular problem. The filtration gate is a scalar
in the range of [0, 1]. When the multimodal fusion feature
is helpful to improve the performance of a certain type of
word, the filtration gate is 1, otherwise, the value of the fil-
tration gate is 0. The filtration gate st and the input feature
to the decoder m̂t are defined as follows:

st = σ(Wst,ht
ht ⊕ (Wmt,stmt + bmt,st)),

ut = st(tanh(Wmtmt + bmt)),

m̂t = Wm̂t
(ht ⊕ ut),

where Wst,ht
, Wmt,st , Wmt

, Wm̂t
are parameters, ht is

the hidden state of bidirectional LSTM at time t, ut is the
reserved multimodal features after filtration gate filter out
noise, and ⊕ is the concatenating operation.

CRF Tagging Models
It has been shown that Conditional Random Fields (CRF)
can produce higher tagging accuracy in sequence labeling
tasks because CRF considers the correlations between labels
in neighborhoods. For example, an adjective has a greater
probability of being followed by a noun than a verb in POS
tagging task, and I-PER cannot follow B-LOC in NER
with a standard BIO2 annotation (Sang and Veenstra 1999).
Therefore, instead of decoding each label independently, we
model them jointly using a CRF.

We use X = {w0, w1, · · · , wT } to represent a generic
input sequence, where wi is the vector of the i-th word. y =
{y0, y1, · · · , yT } represents a generic sequence of labels for
X . Y denotes all possible tag sequences for a sentence X .
Given sequence X , all the possible label sequences y can be
calculated by the following equation:

p(y|X) =

T∏
i=1

Ωi(yi−1, yi, X)

∑
y′∈Y

T∏
i=1

Ωi(y
′
i−1, y

′
i, X)

,

where Ωi(yi−1, yi, X) and Ωi(y
′

i−1, y
′

i, X) are potential
functions.

We use the maximum conditional likelihood estimation
for CRF training. The logarithm of likelihood is given by:

L(p(y|X)) =
∑
i

logp(y|X).



Maximum conditional likelihood logarithm tries to learn pa-
rameters that maximize the log-likelihood L(p(y|X)).

In the decoding phrase, we predict the output sequence
that obtains the maximum score given by:

y∗ = argmaxy′∈Y p(y|X).

Experiment
In this section, we evaluate our method on a manually an-
notated datasets and show that our system outperforms the
baselines. Precision (Prec.), Recall, and F1 are used as the
evaluation metrics in this work.

Datasets Construction
Datasets Collection A collection of tweets will be used
in the experiments. We use Twitter’s API2 to collect the
tweets. The collection includes 26.5 million tweets. From
these tweets, we drop the non-English tweets and extract
those containing images, leaving 4.3 million tweets. The
tweets we collected through Twitter’s API are based on
users, and the topics covered are diverse in nature. However,
those tweets are extremely relevant to the users’ hobbies and
habits. In order to reduce the specificity introduced by users’
preferences, we randomly sampled 50,000 tweets from those
containing images, then labeled them with two independent
annotators.

Train Dev Test Total
Person 2217 552 1816 4583

Location 2091 522 1697 4308
Organization 928 247 839 2012

Misc 940 225 726 1881
Total Entity 6176 1546 5078 12784

Table 1: Named entity type counts in the train, development
and test sets.

Manual Annotation One important question was which
entity types should be covered. Some Twitter NER datasets
have applied 10 top-level Freebase categories (Ritter et al.
2011; Strauss et al. 2016) or have included product classes
in addition to PLO (Person, Location, Organization) (Liu
et al. 2011). However, most of the existing NER datasets
only focus on entity classes: Person, Location, Organiza-
tion, such as NER datasets construct by Derczynski et al.
(2016) and Finin et al. (2010), or focus on entity classes:
Person, Location, Organization and Misc, such as CoNLL-
2003(Tjong Kim Sang and De Meulder 2003). Therefore,
we follow the standard annotation naturally, and the entity
types in our datasets are Person, Location, Organization,
and Misc. Apart from being well understood by annotators,
these four categories match the other existing NER datasets
well, and thus it could be combined with other NER datasets
for domain transfer learning, multitask learning, and so on.

We use the BIO2 (Sang and Veenstra 1999) annotation
standard in this work. We remove the tweets which do not

2https://dev.twitter.com

mention any named entity, following the CoNLL-2003 and
other NER data. In addition, tweets with length less than 3
or hardly to be understood were filtered out. Finally, we get
8,257 tweets posted by 2116 users. The total number of en-
tities is 12,784. We split the dataset into three parts: training
set, development set, and testing set, which contain 4,000,
1,000, and 3,257 tweets, respectively. The named entity type
counts in the training, development, and test sets are shown
in Table 1.

Baselines
In this part, we will describe the models in the comparisons
of our main experiments. Our experiments mainly concern
two groups of models: previous state-of-the-art models and
the variant models of our model. The models are listed as
follows:

Previous State-of-the-art Methods: To illustrate how
well our model can handle the named entity recognition task,
we compare our model to the following existing state-of-the-
art models.

• T-NER: The T-NER 3 proposed by Ritter et al. (2011) is a
tweet-specific NER system. T-NER used a set of widely-
used effective features, including dictionary, contextual
and orthographic features. We applied T-NER to train a
model with our training set, then evaluated it using our
testing set.

• Stanford NER: The Stanford NER4 proposed by Finkel
et al. (2005) is a widely used tool for the named entity
recognition task. Similarly, we trained the Stanford NER
with our training set, then evaluated it using our testing
set.

• BiLSTM+CRF: BiLSTM+CRF was proposed by Huang
et al. (2015). Unlike the original model, we did not use
any hand-made features, such as spelling features and
context features.

• CNN+BiLSTM+CRF: This model was proposed by Ma
and Hovy (2016) and is a truly end-to-end system, requir-
ing no feature engineering or data preprocessing. Thus,
it is suitable for many sequence labeling tasks. It was re-
ported to have achieved the best result (F1-Measure of
91.21%) on the CoNLL 2003 test set.

Variant Models To analyze the contribution of each
component in our model, we ablate the full model and
demonstrate the effectiveness of each component.

• CBCFuFi: This model is a part of our model without
the CRF component. Instead, we use softmax as a multi-
classifier after combining both the multimodal feature and
word feature.

• CBCFiC: This model is a variant of our model, but this
model has no fusion gate. It directly concatenates the fea-
tures from different modalities. At each time step, we use
a filtration gate to filter out the noise introduced by image,
then we concatenate the multimodal feature with the word
feature to make the CRF input feature.
3https://github.com/aritter/twitter nlp
4https://nlp.stanford.edu/software/CRF-NER.shtml



PER. LOC. ORG. MISC Overall
F1 F1 F1 F1 Prec. Recall F1

T-NER* (Ritter et al. 2011) 64.00 59.85 22.43 15.67 44.07 56.16 49.38
CNN+BiLSTM+CRF* (Ma and Hovy 2016) 71.25 67.73 38.33 21.98 60.55 54.84 57.56
Stanford NER (Finkel, Grenager, and Manning 2005) 73.85 69.35 41.81 21,80 60.98 62.00 61.48
BiLSTM+CRF (Huang, Xu, and Yu 2015) 76.77 72.56 41.33 26.80 68.14 61.09 64.42
CNN+BiLSTM+CRF (Ma and Hovy 2016) 80.86 75.39 47.77 32.61 66.24 68.09 67.15
T-NER (Ritter et al. 2011) 83.64 76.18 50.26 34.56 69.54 68.65 69.09
CBCFuFi (CNN+BiLSTM+Coatt+Fusion+Filtration) 80.79 74.94 46.63 28.45 67.69 65.00 66.32
CBCFiC (CNN+BiLSTM+Coatt+Filtration+CRF) 81.40 77.27 51.04 32.61 67.77 68.48 68.12
CBCFuC (CNN+BiLSTM+Coatt+Fusion+CRF) 82.67 77.49 53.15 32.72 69.28 69.05 69.16
Our Model (CNN+BiLSTM+Coatt+Fusion+Filtration+CRF) 81.98 78.95 53.07 34.02 72.75 68.74 70.69

Table 2: The performances of different approaches on our datasets. The first part is the results of classic methods. The T-NER*
and CNN+BiLSTM+CRF* were trained on the WNUT-16 datasets and then evaluated on our testing set. The second part is the
main results of our method’s variant models.

• CBCFuC: This model is also a variant of our model with-
out the filtration gate. After obtaining the fused features,
both visual attention and textual attention, we concatenate
the fusion feature with the word feature at this time step,
then the CRF is applied for learning and inference.

Parameter Setting
To initialize the word embeddings used in our model, we
pre-trained the word embedding on 30 million tweets, and
the dimension was set to 200. Words that are out of the em-
bedding vocabulary are initialized by randomly sampling
from a uniform distribution of [−0.25, 0.25]. The dimen-
sion for character embeddings is set to 30, and is initialized
randomly from a uniform distribution of [−0.25, 0.25]. The
sentence length is set to 35, the word length is set to 30,
and we apply truncating or zero-padding as necessary. In
the character-level module, we use three groups of 32 filters,
with window sizes of (2,3,4), while the output dimension of
the bidirectional LSTM is set to 200. The optimizer is Rm-
sprop, and its learning rate is set to 0.19.

Results and Discussion
The results on our manually annotated datasets are shown in
Table 2, and we have gathered several experiment findings
from the results.

Discussion on State-of-the-art Methods First, it is ob-
vious that the open tool T-NER trained with our training
set achieved a better performance compared to other clas-
sic methods, and the well-known Stanford NER trained with
our training set achieved a lower performance. In addition
to the differences of the manual features and knowledge
bases used, Stanford NER was designed for newswire NER
datasets, and thus it did not adapt to user-generated text.
However, T-NER was devised specifically for NER of Twit-
ter text, and naturally, the evaluation results of that method
are better.

Second, our model is more suitable to other datasets or
other sequence labeling tasks, compared to the T-NER sys-
tem. Because of many specific hand-crafted features and
the particular dictionaries introduced, the T-NER system

achieved competitive performance by training on our train-
ing set, then evaluating on our testing set. However, when
T-NER trained on the WNUT-16 datasets and was evalu-
ated on our testing set, the performance dropped sharply to
49.38%. We can observe the results of this setting through
the T-NER* in Table 2. But, our single modal model
CNN+BiLSTM+CRF trained on the WNUT-16 datasets
achieved 57.56% performance, and we can obtain this result
from CNN+BiLSTM+CRF*. Therefore, the T-NER system
is heavily dependent on a specific corpus, and our model is
more applicable to other datasets due to the better perfor-
mance achieved and the fact that it requires no feature engi-
neering.

Third, the performance improved a lot when im-
age information is introduced. Our model is based on
CNN+BiLSTM+CRF by adding an ACN module that can
deal well with the image feature, and the performance of our
model is much better than CNN+BiLSTM+CRF. Moreover,
the performance of our model is better than other methods
that introduced many specific hand-crafted features and the
particular dictionaries such as T-NER and Stanford NER. In
addition, the performance of BiLSTM+CRF is lower than all
of our variant models. Therefore, the performance improves
a lot, when introducing the image for named entity recogni-
tion in tweets.

Discussion on Variant Models All the components of our
model play an important role in improving performance. If
any component is missing, then the performance will de-
crease.

CBCFuFi is a variant of our model without the CRF com-
ponent. Compared to our model’s performance, the F1 score
is reduced by 4.37%. By adding the CRF component for
joint decoding, we can achieve significant improvements.

CBCFiC is also a variant of our model without fusion
gate. The role of the fusion gate is to fuse features from dif-
ferent modalities. The F1 score of this model is decreased by
2.57%. Our model improved a lot by adaptively considering
how much the image feature is fused into the multimodal
feature at each time step.

CBCFuC is a mutation of our model without the filtration



gate component. Filtration gate is to decide how much the
multimodal feature was introduced into the decoding layer.
The F1 score dropped by 1.53% compared to the perfor-
mance of our model. Therefore, eliminating the multimodal
noise introduced into our model is necessary, and the filtra-
tion gate can effectively solve this problem.

Parameter Sensitivity
In this section, we evaluate our model on different settings
of the parameters. Specifically, we are concerned about the
impact of dropout and the dimensions of the parameters.

Overall PER. LOC. ORG. MISC
No 68.16 81.41 76.75 49.41 30.79
Yes 70.69 81.98 78.95 53.07 34.02

Table 3: Results with and without dropout on our datasets
(F1 score).

First, we compared the results achieved by our model with
and without dropout layers, and show those results in Table
3. All other hyper-parameters remain the same as our best
model. After using dropout, the F1 score has improved in
each category and overall. This demonstrates the effective-
ness of dropout in reducing overfitting. Dropout is essential
for state of the art performance, and the improvement is sta-
tistically significant. Our model achieved an essential and
improved performance, because of introducing dropout.

Dim. Overall PER. LOC. ORG. MISC
100 69.83 82.28 75.77 54.25 30.31
150 69.94 81.41 77.83 53.51 32.94
200 70.69 81.98 78.95 53.07 34.02
250 69.12 81.32 76.30 49.40 28.54
300 68.77 81.46 75.38 50.68 33.44
400 68.42 80.28 76.85 49.13 33.09

Table 4: Results of our proposed model influenced by differ-
ent embedding dimension (F1 score).

Second, we evaluated our model on different parameter’s
dimensions. The bidirectional LSTM hidden state dimen-
sion is equal to the image vector dimension. Because of the
need for calculations in our work, we set all of the param-
eters’ dimensions to be hidden state dimensions. We listed
the result our model achieved on different parameter dimen-
sions, as shown in Table 4. We discovered that the closer
the dimensions of the parameters are to the word embedding
dimension, the better the performance is. In our work, the
word embedding dimension was set to 200, and we can see
that when the dimension equals 200, we get the best results
in our model.

Related Work
Traditionally, high-performance approaches in named en-
tity recognition task require large amounts of specific
knowledge and hand-crafted features. Kazama and Torisawa

(2007) explored the use of Wikipedia as external knowl-
edge to improve named entity recognition. For each candi-
date word sequence, the method retrieved the corresponding
Wikipedia entry and extracted a category label. These cate-
gory labels were used as features in a CRF-based NE tag-
ger. Recently, some methods combine traditional methods
with neural networks methods have been proposed. Huang
et al. (2015) extracted spelling features and context features
to enhance the performance of NER. These features were
connected with word features obtained from BiLSTM, then
used as inputs features of CRF decoder. After that, sys-
tems that do not employ feature engineering, proprietary
lexicons, hand-made features, and rich entity linking infor-
mation were proposed. Ma et al. (2016) proposed a neu-
tral network architecture that benefits from both word- and
character-level representations automatically, by using the
combination of bidirectional LSTM, CNN and CRF. This
system is truly end-to-end, required no feature engineering
or data preprocessing.

In recent years, NER in informal texts such as status mes-
sages on Twitter has raised concern. Ritter et al. (2011) pro-
posed LabeledLDA to exploit Freebase dictionaries and de-
veloped a supervision T-NER system. Liu et al.(2011) com-
bined a K-Nearest Neighbors (KNN) classifier with a lin-
ear Conditional Random Fields (CRF) model under a semi-
supervised learning. Li et al. (2012) proposed an unsuper-
vised NER system for the targeted Twitter stream, called
TwiNER. This approach dealt with the stream, and only
identified if a phrase is an entity or not. Li et al. (2015)
proposed a novel framework for tweet segmentation, called
HybridSeg, and applied the segment-based part-of-speech
(POS) tagging in named entity recognition.

Conclusion

In this work, we proposed a novel multimodal model for
named entity recognition in tweets, which consider the im-
age posted by users. We introduced an adaptive co-attention
network to decided whether to attend to the image. And if so,
to which regions. We introduced a gated multimodal fusion
module to decide how much visual features are fused into
the network at each time step. We further introduced a filtra-
tion gate module to adaptively adjust how much multimodal
information is to be considered at each time step. Because of
the constraints between the adjacent labels, we used CRF as
a decoder in our model. In addition, we built a multimodal
named entity recognition datasets for the tweets, then eval-
uated our model using it. Compared to other state-of-the-art
models that use only text information, the performance of
the proposed method is much better.
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