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ABSTRACT

Community-based question answering (CQA), which provides a
platform for people with diverse backgrounds to share informa-
tion and knowledge, has become increasingly popular. With the
accumulation of site data, methods to detect duplicate questions
in CQA sites have attracted considerable attention. Existing meth-
ods typically use only questions to complete the task. However,
the paired answers may also provide valuable information. In this
paper, we propose an answer information- enhanced adaptive multi-
attention network (AMAN) to perform this task. AMAN takes full
advantage of the semantic information in the paired answers while
alleviating the noise problem caused by adding the answers. To
evaluate the proposed method, we use a CQADupStack set and the
Quora question-pair dataset expanded with paired answers. Exper-
imental results demonstrate that the proposed model can achieve
state-of-the-art performance on the above two data sets.
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« Information systems — Near-duplicate and plagiarism de-
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Case one:

Q1: What can | do for IAS?

A1: UPSC exam is also called IAS with a low pass rate.
You must take a lot energy.

Q2: How do | start preparation for UPSC?

A2: To prepare for the IAS exam, or more precisely, the UPSC
Civil Services Exam , self-discipline is the first.

Case two:

Q1: What should I do if | have a slight fever?

A1: Wiping with alcohol may help you, and it is my usual practice.
Q2: What items can remove oil stains?

A2: Alcohol may be a good choice. Try it out.

Figure 1: Two examples from Quora. In case one, the cor-
responding answers explain that the IAS is equivalent to
UPSC, which is crucial for determining the relationship be-
tween the both questions. In case two, the questions have
distinct semantics, but their paired answers are semantically
similar.

1 INTRODUCTION

Community-based question answering (CQA) websites such as
Quora and Stack Overflow have grown in popularity in recent
years. However, with the increase of the CQA archives, massive
amounts of duplicate questions have accumulated. A large number
of redundant questions make the maintenance for these sites harder
and seriously affect the user experience. Therefore, it has become
increasingly important to detect duplicate questions. There are
two application scenarios for this technique. The first application
scenario is used as a basic technique for CQA retrieval to judge
whether one queried question is semantically equal to one historical
question [29, 41, 43]. The other scenario is that a CQA forum needs
to judge whether two historical questions are duplicates and then
merge the duplicate historical questions on the site [12, 39, 42]. With
an automatic detection method, the forum can organize questions
and answers more efficiently. In this paper, we present a robust
approach to the latter.

Question duplication is a pervasive issue in CQA, and existing
works have studied various aspects of the detection problem. The
study in [39] uses a distributed index and MapReduce framework to
calculate pairwise similarity and to identify redundant data quickly
and in a scalable manner. Zhang et al. [43] compute four similarity
scores by comparing their titles, descriptions, latent topics, and tags
of each pair of questions to detect duplicate posts in Stack Overflow.
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Zhang et al. [41] leverage continuous word vectors from the deep
learning literature, topic model features, and phrases pairs that
co-occur frequently in duplicate questions mined using machine
translation systems. Hoogeveen et al. [12] find that for misflagged
duplicate detection, meta data features that capture user authority,
question quality, and relational data between questions, outperform
pure text-based methods. In general, there are two major problems
in duplicate detection, namely the lexical gap and essential con-
stituents matching. Distributed representation is an effective way to
tackle the lexical gap problem. Researchers have designed various
similarity features based on word embeddings [30], or acquired
representations of questions via neural networks and then calcu-
lated their similarity [7, 19]. And two approaches are proposed
to integrate FrameNet parsing with neural networks to achieve
essential constituents matching in [42].

Despite the above research improves the performance of previ-
ous state-of-the-art methods, some issues still have not been well
solved. Due to the relatively short text and lexical gap, in many
cases, the questions do not provide sufficient information. As a
result, all of these methods depending on only questions suffer
from having insufficient information to determine the relationship
between questions. However, answers to questions usually explain
the corresponding question in detail, they can be seen as a comple-
mentary information resource. Case one in the Figure 1 shows an
example from Quora. In this case, although Q1 and Q2 share many
words in common, their key concepts (IAS in Q1 and UPSC in Q2)
cannot be linked via the both questions. Without the knowledge
that IAS is equivalent to UPSC, existing methods that use only the
questions will fail to accomplish the task. Defining and labeling
knowledge bases for these rapidly-growing CQA websites is imprac-
tical, as this would consume too much time and resources. Answers
often provide crucial information for linking these seemingly differ-
ent concepts in the questions. However, the information provided
by the answers is not always beneficial. Similar paired answers
can also introduce noise to the detection of semantically different
questions. Case two in Figure 1 illustrates another example from
Quora. Q1 (What should I do if T have a slight fever?) and Q2 (What
can be used to remove oil stains?) have distinct semantics, and pre-
vious methods may accurately distinguish the relationship between
the two. Yet the semantics of the both corresponding answers are
very similar. In this case, the introduction of answer information
introduces complications in identifying a solution. Hence, it is non-
trivial to incorporate answer information into neural networks with
respect to duplicate question detection in a reasonable way.

In this paper, we propose a novel method to perform this task,
called the adaptive multi-attention network (AMAN). This model in-
tegrates external knowledge from paired answers for duplicate iden-
tification and filters out the noise introduced by answers adaptively.
To obtain multi-level textual features, we use the concatenation of
word embedding, character embedding, and syntactical features
as the representation. To incorporate answer information and cap-
ture the text relevance effectively , we utilize three heterogeneous
attention mechanisms: self-attention, which facilitates modeling
of the temporal interaction in a long sentence; cross attention,
which captures the relevance between questions and the relevance
between answers; and adaptive co-attention, which extracts valu-
able knowledge from the answers. In an adaptive co-attention block,

question-guided attention and answer-guided attention are com-
bined to capture the semantic interaction between a question and its
paired answer. We propose a gated fusion module to adaptively fuse
the answer-based features. Then, to alleviate the noise introduced
by paired answers, we utilize a filtration gate module as a filter. An
interaction layer enhances the collected local semantic information
of questions and answers. Finally, predictions are calculated based
on the similarity features extracted from the question-answer pairs.

To demonstrate the effectiveness of our model, we evaluate it on
CQADupStack set and Quora question-pair dataset with expanded
paired answers. The experimental results on these two data sets
reveal that our method can achieve better performance than those
of previous methods.

The main contributions of this work can be summarized as fol-
lows:

e We take into account the noise problems that may be intro-
duced by adding paired answers and study ways to integrate
answer information into neural network-based methods to
perform a duplicate detection task.

e We propose a novel method that integrates information ex-
tracted from paired answers into neural attention model to
complete duplicate detection and alleviates possible noise
introduced by this answer information.

o The experimental results on two data sets demonstrate that
our model can achieve significantly better performance than
those of current state-of-the-art methods.

2 RELATED WORK

Question duplication is a pervasive issue in CQA, and a number of
studies have looked into related problems, including text relevance
and question retrieval.

2.1 Text Relevance

Two categories of neural network-based models have been devel-
oped for this problem. The first set of models is sentence encoding-
based. The models are developed from Siamese architecture [2]
and aim to find a fixed-length vector representation for each of
two sentences. Using the variant concatenation of the two sentence
vectors, a neural network classifier is then employed to decide the
relationship between the two sentences. The sentence encoder is
usually based on RNN, CNN, or a self-attention network [1, 22, 32].
Sentence vectors produced by sentence encoding-based models
usually generalize for a wide range of tasks. However, this kind
of method doesn’t explore the lower-level semantic interaction
between sentences.

The second set of models uses the cross-sentence feature or
inter-sentence attention from one sentence to another, and is hence
referred to as a matching-aggregation framework. Rocktéschel et al.
[28] are the first to use the attention-based method to improve
the performance of LSTM. Wang et al. [38] try to match words in
different sentences with word-by-word attention. Wang et al. [37]
propose a multiple-perspectives attention mechanism to model-
ing the semantic matching between two sentences, and achieved
state-of-the-art results on several relevant semantic matching tasks.
Cheng et al. [5] enhance the attention mechanism by a memory
network. Munkhdalai and Yu [23] use a tree structure to improve
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Figure 2: The overall view of our model. The left part is the main framework of this work. The right part is the detailed
structure of the adaptive co-attention network. The thick arrow indicates that information flows from bottom to top.

the recurrent or recursive architecture for natural language infer-
ence and answer selection. Chen et al. [3] propose ESIM, which
achieved state-of-the-art results on the SNLI dataset.

2.2 Question Retrieval

Most previous research has framed the CQA problem as a seman-
tic matching task [9], and has relied on a number of extracted
features to train models. Various supervised methods that use hand-
crafted features or templates have been proposed for this task. In
their paper, Wang et al. [36] tackle the similar question matching
problem using syntactic parsing, while Zhou et al. [44] propose
a phrase-based translation model for this task. Although these
methods have shown impressive results, they are restricted in their
modeling of word sequence information [27]. Recently, enabled
by developments in distributed representation and deep learning
methods, many word-embedding-based neural network models
have been successfully used to tackle this problem from different
angles [7, 23, 25, 30, 34]. Many researchers have also considered
the use of different kinds of external resources. Zhou et al. [45]
utilize semantic relations extracted from the global knowledge of
Wikipedia.

In addition, some models for question retrieval are concerned
about the important paired answer part [14, 31, 40]. But these stud-
ies ignore that the answer information may also introduce noise
to the retrieval process. Different from the previous works, in this
paper, we propose a novel method that integrates information ex-
tracted from paired answers into neural attention model to perform
duplicate detection and to alleviate possible noise introduced by
this answer information.

3 APPROACH

We define the duplicate question detection problem as a binary
classification problem. Given two historical question-answer pairs
(Q1-A1 and Q2-A2) on a CQA website, our goal is to judge whether
the two historical questions are semantically equivalent or not. In
this work, we propose an answer information-enhanced adaptive
multi-attention network (AMAN) to incorporate external knowl-
edge extracted from answers to complete this task. The overall
architecture of the model is illustrated on the left part of Figure 2.

Our sentence matching architecture, AMAN , is composed of
the following three components: (1) information representation
layer, (2) adaptive multi-attention layer, and (3) interaction and
prediction layer. The information representation layer combines the
multi-level features as the question and answer representation. The
adaptive multi-attention layer extracts the semantic connections
between the questions and the paired answers. The interaction and
prediction layer is designed to fuse local information for making a
global decision at the sentence level.

3.1 Information Representation Layer

The information representation layer converts each word or phrase
in the question-answer pairs into a vector representation and con-
structs the representation matrix for the sentences. We combine
the multi-level features as the question and answer representation.
Each token is represented as a vector by using the pre-trained word
embedding such as GloVe [26], word2Vec [21], and fasttext [15]. It
can also utilize the preprocessing tool, e.g. part-of-speech recog-
nizer, named entity recognizer, lexical parser etc., to incorporate
more syntactical and lexical information into the feature vector.



For AMAN, we use a concatenation of word embedding, char-
acter embedding, and syntactical features as the sentence repre-
sentation. The word embedding is obtained by mapping token to
high dimensional vector space by pre-trained word vector (300D
Glove 840B), and the word embedding is updated during train-
ing. Character-level embedding could alleviate out-of-vocabulary
(OOV) problems and capture helpful morphological information.
As in [16, 18], we filter the character embedding with 1D convolu-
tion kernel. The character convolutional feature maps are then max
pooled over the time dimension for each token to obtain a vector.

As in [4], the syntactical features consist of one-hot part-of-
speech (POS) tagging feature and binary exact match (EM) feature.
For one question or answer, the EM value is activated if the same
word is found in the other question or answer.

Next, AMAN adopts bidirectional Long Short-Term Memory net-
work (Bi-LSTM) [10] to model the internal temporal interaction on
both directions of questions and answers. Consider two question-
answer pairs (Q1-A1 and Q2-A2), we have got their multi-level
features representation. Suppose the length of Q1, Q2, A1, and A2
are m, n, p, and [, respectively. These multi-level features represen-
tation are then passed to a Bi-LSTM encoder to obtain the context-
dependent hidden state matrix, i.e, Q1 = {q1;|q1; € RY,i =
1,2,...,m}, Q2 = {q2;|q2; € R%,i = 1,2,...,n}, Al = {al;|al; €
R?,i=1,2,..,p}, and A2 = {a2;[a2; € R i = 1,2, ..., 1}, where
d is the dimension of Bi-LSTM’s hidden state.

3.2 Adaptive Multi-attention Layer

Modeling local semantic information for words and their context is
the basic procedure for determining the semantic relation between
sentences. Generally in neural network methods, this procedure is
achieved with some forms of soft alignment. Answers to questions
usually explain the corresponding question in detail, they can be
seen as a complementary information resource. However, as shown
in Figure 1, the introduction of answer information sometimes may
also have a negative impact on the detection. In this layer , we
utilize three heterogeneous attention mechanisms to incorporate
answer information into question pair matching and adaptively
filter out the noise introduced by adding paired answers.

3.2.1 Self-attention. In order to further model the temporal in-
teraction between words and tackle the long-term dependency in a
long sentence, we additionally introduce the self-attention mecha-
nism. Formally, for question one, we first compute a self-attention
matrix E € R™*™M;

Ei,j = (qli,qu% (1)

where (-, -) denotes the inner production operation. E; ; indicates
the relevance between the i-th word and j-th word in question one.

Then the self attentive vector for each word can be computed as
follow:

eq1, = softmax(E; ), @)
q1; = Q1 eq1,, )

We can similarly derive the self attentive vector for question two,
answer one, and answer two as q2;, alj, and a2y, respectively.

3.2.2 Cross attention. Cross attention captures the relevance
between both questions and between both answers. For the both
questions, we first compute a co-attention matrix C € R™*", Each
element C; ; € R indicates the relevance between the i-th word
of question one and the j-th word of question two. Formally, the
co-attention matrix could be computed as:

Cij = v tanh(W(q1; © q2))), (4)
where W € R¥*? v ¢ RK, and © denotes the element-wise pro-

duction operation. Then the attentive matrix for question one and
question two could be formalized as Q1 and Q2 :

= softmax(C;,.), C:ﬁj = softmax(C.;), (5)
@=@~cgﬁ, @J:E'ngja (6)
Q1= (q1;.q1y....q1,). (7)

Q2 = (421, 92;. - 42,). ®)

where Q1 = (q1;,q1,,....,q1,,) and Q2 = (q2,,92,, ...,q2,,). In
a similar way, we get the attentive matrix for the corresponding
answers:

Al=(alj,aly, ~-~,ﬁp)’ )
A2 = (a2y,a2y, ..., a2)), (10)

3.2.3 Adaptive Co-attention. Inspired by previous works [20],
adaptive co-attention includes question-guided attention and answer-
guided attention to capture the semantic interaction between a
question and its paired answer. Taking the time step i as an exam-
ple, the internal structure of adaptive co-attention is shown on the
right part of Figure 2. We propose the use of a gated fusion mod-
ule to fuse the features adaptively. Then, to reduce the possibility
of noise introduced by paired answer information, we utilize the
filtration gate to adaptively filter out some of the useless answer
information.

Formally, after the cross attention layer, q1 ; is i-th word feature
of the question one, and Al is the answer one feature matrix. We
feed these through a single layer neural network followed by a
softmax function to generate the attention distribution over the
answer one:

z; = tanh(W;A1 & (W;ﬁl.@ +bz ). (11)
a; =softmax(Wq,;z; +bg;), (12)
where W;ﬁ, Wﬁi, W, bﬁ;’ and b, are parameters, and W;ﬁ,

W € RF*4 and W, € RP*?F, In addition, we use & to denote the
concatenation of the answer one feature matrix and word feature
vector of the question one. The concatenation between a matrix
and a vector is performed by concatenating each column of the
matrix by the vector.

Based on the attention distribution «;, which is the weight cor-
responding to each word of the answer one, the new answer one
vector related to i-th word in the question one can be obtained by:

al) = Al- a;, (13)

Next, we use the new answer one vector alg to conduct the answer-
based attention of the question one.



Zi= tanh(W@Q\l @ (w@\l,al'i al; + bé\l,al’i))’ (14)
B; = softmax(Wg Z; +bg,), (15)

Then, we acquire a new representation, q1;:

q1;=Q1- ;. (16)

where W@,W@\Lal; € RF*d and Wg, € R1X2k We propose a
gated fusion to fuse question feature and answer feature:

al] = tanh(Walfialg +bar), (17)

ql} = tanh(qu/iqlg + bqlfi), (18)

g = c(Wy, (a1} ® q1}")), (19)

vi = gal] +(1-g;)q1}, (20)

where o is the logistic sigmoid activation, g; is the gate applied
to the new answer vector alg’ , and v; is the fusion feature that
incorporates the question information and its paired answer infor-
mation.

Because the fusion feature contains answer information, and
it may introduce some noise, we use a filtration gate to combine
the fusion feature and the original feature. The filtration gate is a
scalar in the range of [0, 1]. When the fusion feature is helpful to
improve the performance , the filtration gate is 1; otherwise, the
value of the filtration gate is 0. The filtration gate s; and the answer-
information-enhanced feature ‘ﬁi of question one are defined as
follows:

Sj :O'(Wsi’;ﬁ,ai @ (Wv,-,s,-vi + bv,-,s,- )), (21)

u; =sj(tanh(W,,v; +by,)), (22)

ql; =W;ﬁi(q1i ® u;), (23)

where Wsi’ai, Wy si» Wy, Wﬁ;’ by, s;» and by, are parameters,

u; is the reserved features after filtration gate filter out noise.
We can similarly derive the answer-information-enhanced vector
for question two as q2 iz

3.3 Interaction and Prediction Layer

Inspired by previous works[3, 22], we further enhance the collected
local semantic information by combining the question represen-
tation and corresponding answer-information-enhanced vector of
question. More formally:

q1}" = [q1;;q1;:91; - q1;3q1; © q1,], (24)
qz}"=[q2j;§3j;q2j—§§j;q2j6§§j], (25)
where [-; ; -; -] refers to the concatenation operation. In the formula,

we first calculate the difference and the element-wise product for
(q1;,q1;) as well as for (q2;,q2;).

Then, BiLSTMs are trained to learn to modeling vectors which
contain the crucial information for judging the relationship between
two sentences:

q1} = BiLSTM(q1}*,q17_,q17, ), (26)
q2j = BiLSTM(q2}",q2}_;.q27,,). (27)

Table 1: CQADupStack sub-forum statistics.

Sub-forum pairs of duplicates
android 1,866 622
english 5,076 1,692
gaming 3,531 1,177
gis 978 326
mathematica 1,302 434
physics 2,196 732
programmers 2,637 879
stats 645 215
tex 4,560 1,520
unix 2,466 822
webmasters 1,899 633
wordpress 864 282
all 28,020 9,334

Our model converts the resulting vectors obtained above to a
fixed-length vector with pooling and feeds it to the final classi-
fier to determine the overall relationship. More specifically, we
compute max pooling and mean pooling for Q1% and Q2%. where
Q1% = (q17.q1},....q1},) and Q2% = (q27,q27,...,q27). All
these vectors are then concatenated into a fixed-length vector r.
Formally:

O 917 m
rglea'l — 717 rg{lx = r?:alx ql‘;}’ (28)
i=1
n %
q2;
mean _ J max _ 1 v
ros " = D s 10s = maxazy, 29)
Jj=1
= [E00M 0 e 1, (30)

We then put the obtained final global representation r into our
prediction layer to determine whether Q1 and Q2 are semantically
equivalent.

The duplicate question detection task requires the model to
predict whether the given question pair (Q1, Q2) is semantically
identical or not, hence it is a binary classification task. We use a
multi-layer perceptron (MLP) classifier to predict the label:

v = ReLU(W,r +b;), (31)
Y = softmax(Wyv + by). (32)

where Wy, b,, Wy, and b,, are trainable parameters. The entire
model is trained end-to-end, optimizing the standard binary cross-
entropy loss function.

4 EXPERIMENT

In this section, we present the evaluation of our model. We first
perform quantitative evaluation, comparing our model with other
competitive models. We then conduct some qualitative analyses to
understand the ability of AMAN to incorporate answer information
and adaptively filter out noise.



Table 2: Hyper-parameters configuration.

Hyper-parameters Value
Word embedding size de =300
character embedding size de = 100
convolution kernel size dp. =5
Initial learning rate a =0.001
Adam p1 =09
Adam S, P2 =0.999
Dropout rate p=02
Batch size b=064
LSTM hidden size dpx =300
MLP hidden size dpe =300
4.1 Dataset

In this work, we introduce two datasets to evaluate our model. In
addition to CQADupStack, we expand the Quora Question Pairs
(QQP) dataset with the paired answers and named it the answer-
enhanced QQP (AeQQP).

AeQQP : Each sample in the QQP dataset contains two questions
and is annotated with a binary label indicating whether these two
questions are semantically equivalent. The question pairs in the
dataset are not restricted to any subject. In the original dataset,
the answers to the questions are not contained. To evaluate the
effectiveness of our model, we collect the answers from Quora
for question pairs in the QQP dataset. More specifically, in the
QQP dataset, there are a total of 404,302 question pairs formed
by 537,933 distinct questions. We crawl the answer recommended
by Quora (usually the answer with the most upvotes) for each
question in the dataset. In total, we get 290,391 question pairs
where both questions were answered. We construct the AeQQP
dataset with the 290k question pairs with both questions answered
and their corresponding answers. We split the dataset into three
parts: training set, development set, and testing set, which contain
270k, 10k, and 10k question-answer pairs, respectively. Accuracy is
used as the evaluation metric on this dataset.

CQADupStack: This is a benchmark dataset for use in commu-
nity question-answering (CQA) research [13]. It contains threads
from twelve StackExchange sub-forums, annotated with duplicate
question information. Table 1 gives the total number of the question
pairs with both questions answered and duplicate questions for
the twelve sub-forums. The training, development, and test split
follows a ratio of 8:1:1. For CQADupStack, Precision , Recall, F1
score, and Accuracy are used as the evaluation metrics in this work.
F1 score is the harmonic mean of Precision and Recall, wherein
Recall reflects the ability to identify duplicate pairs among the true
duplicate pairs.

4.2 Models for Comparing

To analyze the effectiveness of our model, we evaluate some tradi-
tional and state-of-the-art methods as baselines as follows on the
above two data sets:

o InferSent [6] is a sentence encoding-based model. InferSent
adopts Bi-LSTM max-pooling sentence encoder and passes

Table 3: Overall results on AeQQP.

Model Accuracy
InferSent [6] 84.00
SSE [24] 86.62
PWIM [11] 72.59
Multi-Perspective-CNN [37] 78.98
Multi-Perspective-LSTM [37] 79.12
BiMPM [37] 87.32
pt-DECATT [35] 86.43
ESIM [3] 84.35
AF-DMN [38] 87.61
DIIN [4] 88.20
AMAN(ours) 90.07

the independent vector representations of two questions
through an MLP classifier to make the final prediction.

o SSE [24] is a simple sequential sentence encoder for multi-
domain natural language inference and is based on stacked
bidirectional LSTM-RNNs with shortcut connections and
fine-tuning of word embeddings. It enhances multi-layer
Bi-LSTM with a skip connection.

e PWIM [11] uses cosine similarity, Euclidean distance, and
dot product to calculate the word-pair interactions.

o pt-DECATT [35] is variant of decomposable attention mod-
els based on word-level embedding and character-level n-
gram embedding.

o ESIM [3] is a previous state-of-the-art model for the natural
language inference (NLI) task. It is a sequential model that
incorporates the chain LSTM and the tree LSTM to infer
local information between two sentences.

e DIIN [4] is a novel class of neural network architectures that
is able to achieve high-level understanding of the sentence
pair by hierarchically extracting semantic features from the
interaction space. The model uses word-by-word dimension-
wise alignment tensors to encode the high-order alignment
relationship between sentence pairs.

e AF-DMN (8] stacks multiple computational blocks in its
matching layer to learn the interaction of the sentence pair
better.

e Multi-Perspective-CNN [37] changes the cosine similarity
calculation layer with multi-perspective cosine matching
function based on "Siamese-CNN" which implements the
sentence encoder with a CNN.

e Multi-Perspective-LSTM [37] is an identical idea to the
Multi-Perspective-CNN, but uses "Siamese-LSTM" instead
of "Siamese-CNN".

e BiMPM is also proposed in [37]. The model combines the
above two models. All these models employ a multi-perspective
matching mechanism in sentence pair modeling tasks.

The first two models are both sentence encoding-based models,
and all other models use some kind of cross sentence feature.



Table 4: Overall results on CQADupStack.

MODEL Precision Recall F1 Accuracy

Multi-Perspective-CNN [37] 82.81 92.23 87.13 90.12

Multi-Perspective-LSTM [37] 83.64 94.08 87.98 90.15

BiMPM [37] 84.78 97.21 90.04 94.14

ESIM [3] 87.83 95.20 90.81 93.85

AF-DMN [38] 89.22 93.66 90.92 94.72

DIIN [4] 89.46 94.60 91.36 94.73

AMAN(ours) 90.52 97.87 94.05 96.28

Table 5: Sub-forum results of CQADupStack.
ESIM DIIN AMAN(ours)
sub-forum
F1 Accuracy F1 Accuracy F1 Accuracy

android 84.17 90.21 89.05 92.61 89.95 93.44
english 86.70 91.46 90.60 92.26 91.97 94.00
gaming 86.29 92.28 88.88 93.64 90.80 93.62
jgis 82.23 88.79 87.29 89.89 90.08 92.21
mathematica 81.58 87.11 90.94 91.96 92.23 94.01
physics 85.62 86.17 90.28 90.30 91.96 90.56
programmers 85.11 91.56 87.36 89.41 89.36 91.18
stats 85.36 85.90 86.90 91.01 90.75 91.59
tex 90.58 93.09 91.12 93.65 94.45 95.23
unix 86.22 90.75 88.34 91.50 89.93 92.06
webmasters 83.28 89.86 86.84 91.01 90.02 90.86
wordpress 85.11 86.00 89.29 90.14 90.63 91.89

4.3

We adopt the hyper-parameters as shown in Table 2. In this work,
an Adam [17] optimizer with f; as 0.9 and S as 0.999 is used to
optimize all trainable parameters. The initial learning rate is set to
0.001 and is halved when the accuracy on the dev set decreases. We
use a batch size of 64. All hidden states of LSTMs and MLPs have 300
dimensions. We also apply dropout [33] on the word embeddings
and all MLPs to avoid over-fitting, and the dropout rate is set to 0.2.

The length of all questions and answers is truncated to 40 and
100 respectively. For initialization, we initialize the word embed-
dings with a 300D Glove 840B [26], and the out-of- vocabulary
(OOV) words are randomly initialized. All word embeddings are
updated during training. Parameters, including neural network pa-
rameters and OOV word embeddings, are initialized with a uniform
distribution between [—0.01,0.01]. The character embeddings are
randomly initialized with 100D. We crop or pad each token to have
16 characters. And the 1D convolution kernel size for character
embedding is 5.

Experiment Configurations

4.4 Quantitative Results

In this subsection, we compare our model performance to that of
other neural network-based models on the AeQQP and CQADup-
Stack dataset. On the both datasets, our model AMAN uses question-
answer pairs information, while other compared models are only
trained on the question pairs dataset.

As illustrated in Table 3, our model outperforms the baselines
and achieves an accuracy of 90.07% in the test set of the AeQQP
dataset. In Table 3, the first two models InferSent and SSE are both
sentence encoding-based models, and all other compared models
use some kind of cross-sentence feature.

Meanwhile, the results demonstrate that the models utilizing
cross-sentence features achieve more competitive results in this
task. This phenomenon shows that cross-sentence interaction op-
erations, like cross attention, are crucial components for sentence
modeling. We explore this idea in our multi-attention component
to understand logical and semantic relationship between two sen-
tences.

Precision, Recall, F1 score, and Accuracy are used as the evalua-
tion metrics on the CQADupStack dataset. Table 4 shows the over-
all results of different models on the test set of the CQADupStack
dataset. Our AMAN model achieves state-of-the-art performance
on the all four evaluation metrics. In addition, we evaluate AMAN
and two other strong baselines (ESIM and DIIN) on twelve sub-
forum datasets separately. The models are trained and tested on
every sub-forum dataset separately. Table 5 shows the performance
of the different models on every sub-forum dataset. Our model
achieves the best performance on the most of sub-forum sets.

The above results demonstrate that the answer information could
be an essential knowledge source for duplicate question detection,
and our model makes effective use of this information.



4.5 Answer Information Research

To further explore the impact of the answer information on dupli-
cate question detection, we perform additional experiments on the
AeQQP dataset.

As illustrated in Table 6, we train the ESIM on the answer pairs
dataset of AeQQP train set, and the ESIM achieves an accuracy of
67.82% in the test set. The result demonstrates that this task can be
done pretty well using only the answer information. This verifies
the speculation that answers usually explain the corresponding
questions in detail, and hence they could provide sufficient infor-
mation for duplicate identification.

In addition, we concatenate the multi-level features representa-
tion of the question and the corresponding answer to acquire the
Q-A representation. Then, we feed the the Q-A representation to
the ESIM in the process of training and testing instead of only using
the question representation. With this method, the performance
drops sharply to 77.56% from 84.35%. The result illustrates that
the corresponding answer information may also cause trouble for
the solution of the task, and the naive way to incorporate answer
information could introduce noise to detection.

Generally, the answer information for this task is usually a mix-
ture of valuable information and other redundant information.
Hence, how to incorporate answer information into neural net-
works for duplicate question detection should be investigated.

4.6 Ablation Study

We conduct an ablation study on our base model to examine the
effectiveness of each component. We study our model on the AeQQP
dataset. The experimental results are shown in Table 7.

First, we study how self-attention contributes to the system.
After removing the self-attention component, we find that the per-
formance degrades to 89.60% for test accuracy. Simple self-attention
further models the temporal interaction between words and tackles
the long-term dependency in a long sentence to acquire stronger
representation. In the experiment 2, we remove the cross attention
acting on between the both questions and between the both an-
swers, and the performance drops to 88.42%. Cross attention can
capture the relevance between both sentences, and the relevance in-
formation is crucial for this task. (-adaptive co-att + co-att) indicates
that we introduce ordinary cross attention to integrate the paired
answers information in instead of adaptive co-attention. Model per-
formance decrease by nearly 0.9 percentage points. Furthermore,
the result of experiment 4 shows that our AMAN, without adaptive
co-attention component, declines to an accuracy of 87.58% in the
test set, which is equal to the removal of the answers feature to only
depend on the question information. The above two experiments
reflect that our adaptive co-attention component integrates the
answer information and alleviates the noise problem effectively.
To show that the interaction layer can enhance the collected local
semantic information and help to determine the overall relationship
between both questions, we remove this component as a compari-
son in the experiment 5. The result of 88.13% demonstrates that our
interaction component plays a crucial role in achieving competitive
performance. In the last comparative experiment, we explore the
role of multi-level features. We remove character embedding and

Table 6: Answer information research results.

Method Accuracy
ESIM (Answer Pairs) 67.82
ESIM (Q-A) Pairs 77.56
ESIM (Question Pairs) 84.35
AMAN (ours) 90.07

Table 7: Ablation experiment results on AeQQP.

Method Accuracy
1. AMAN (- self-att) 89.60
2. AMAN (- co-att) 88.42
3. AMAN (- adaptive co-att + co-att) 89.19
4. AMAN (- adaptive co-att) 87.58
5. AMAN (- interaction) 88.13
6. AMAN (- char-emb - syntactical fea) 89.10
7. AMAN(ours) 90.07

syntactical features and just keep word embedding as the represen-
tation. The performance of the model is reduced to 89.10% on the
test set.

In conclusion, due to the effective combination of each com-
ponent, our model integrates valuable information from paired
answers for duplicate identification and adaptively filters out the
noise introduced by answers.

4.7 Case Study

To visually demonstrate the validity of the model, we do a qualita-
tive study using the two cases in Figure 1. The qualitative results
are demonstrated in Table 8. Only depending on question pairs
information, the ESIM and DIIN are able to capture the distinct
semantics of Q1 and Q2 in case 2, but they are unconcerned about
the association between IAS and UPSC in case 1. Therefore the
above two methods correctly judge the label of case 2, while deter-
mining the label of case 1 as NO. The ESIM(Q-A pairs) is trained
and tested using the concatenation of the question representation
and the corresponding answer representation. With the knowledge
provided by the answer pair that IAS is equivalent to UPSC, the
ESIM(Q-A pairs) makes a correct judgment in case 1. But because
of the interference provided by similar answers, the model fails in
case 2.

Our model AMAN makes the correct predictions in the both
cases. With the filtration gate being set to 1 automatically, the
proposed model AMAN incorporates the information extracted
from the answer pair into the detection and links the key concepts
(IAS in Q1 and UPSC in Q2) in case 1. With the filtration gate as 0
adaptively, the model filters out the noise introduced by the similar
answers, and correctly judges that both questions are different in
case 2.

4.8 Parameter Sensitivity

In this section, we evaluate the impact of the hidden state dimension
of LSTMs and the answer sentence length on the AeQQP.



Table 8: Qualitative results. The ESIM(Q-A pairs) indicates that we feed the Q-A representation to the ESIM instead of only
question representation. Our model is able to effectively utilize the information extracted from answer pairs and adaptively

filter out the resulting noise.

ESIM ESIM(Q-A pairs) DIIN AMAN(ours)
Q 1: What can I do for IAS?
A 1: To prepare for IAS exam, or more precisely,
the UPSC Civil Services Exam, self-discipline
Case 1 is the first. prediction: NO  prediction: YES  prediction: NO prediction: YES

Q 2: How do I start preparation for UPSC?

A 2: UPSC exam is also called IAS with a low pass
rate. You must take a lot energy.

Label: YES

filtration gate: 1

Q 1: What should I do if T have a slight fever?
A 1: Wiping with alcohol may help you, and it
is my usual practice.

prediction: NO

Case 2 . . . rediction: NO rediction: YES rediction: NO .
Q 2: What items can remove oil stains? P P P filtration gate: 0
A 2: Alcohol may be a good choice. Try it out.
Label: NO
90.3 —&— Dev 90.10 —4&— Dev
—#— Test —#— Test
90.2 90.08
90.1 90.06
8 90.0 8 90.04
<
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Figure 3: Results of our model influenced by different hid-
den state dimensions of LSTMs.

First, we investigate the impact of different hidden state dimen-
sions of LSTMs. Figure 3 shows our model’s achieved results for
different dimensions. As shown in the figure, when the hidden state
size is less than 300, the performance of our model is increasing
along with it. This trend indicates that a large hidden state size
could enhance the performance of our model. When the dimension
reaches 400, however, the performance drops on both the dev and
test sets. This may be due to a requirement of more data for fitting
such a large number of parameters. In our work, we get the best
result when the hidden state dimensions of the LSTMs are set to
300.

We further compare the performance of our model with answers
that are truncated at different lengths. As illustrated in Figure 4,
our model achieve the best performance at the truncated length
of answers as 100. As mentioned before, the answer information
for this task is usually a mixture of valuable information and other

Figure 4: Results with answers that are truncated at different
lengths.

redundant information. Therefore, a shorter truncation may cause
the useful information to be lost, while a longer truncation may
introduce more redundant information to aggravate the noise prob-
lem.

5 CONCLUSIONS

In this work, we show that the paired answers can provide effective
information for duplicate question detection while they may simul-
taneously introduce noise to the detection. We propose an adaptive
multi-attention network (AMAN), an effective method integrating
external knowledge from answers for duplicate identification and
filtering out the noise introduced by paired answers adaptively.
This model consists of three layers: the information representation
layer aims to obtain multi-level textual features as sentence repre-
sentation; the adaptive multi-attention layer incorporates answer
information into the neural attention model and captures the text



relevance; and the interaction and prediction layer enhances the
collected local semantic information of questions and answers to
make a global decision at the sentence level. Experimental results
on two data sets demonstrate that our model can achieve signif-
icantly better performance than those of current state-of-the-art
methods.
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